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Preface

Microwave and RF Design: A Systems Approach is a comprehensive
introduction to Radio Frequency (RF) and microwave design with a modern
”systems-first” approach. The book has been developed over 10 years of
teaching the class to ever-increasing numbers of Master’s-level students
that is now averaging 90 per class. A strong emphasis on design permeates
the book with extensive practical design examples focused on the main
technologies encountered in RF engineering today. Design is oriented
toward microstrip and planar circuit design so that lessons learned can be
applied to real-world design tasks.

Rationale

The central philosophy behind this popular approach is that the student
or practicing engineer will complete the book with a full appreciation
for RF engineering and gain the practical skills to perform system-level
design decisions. Now more than ever, companies need engineers with
an ingrained appreciation of systems and armed with the skills to make
system decisions. One of the greatest challenges facing RF and microwave
engineering, however, is the increasing level of abstraction needed to create
innovative microwave and RF systems. This book is organized in such a way
that the reader comes to understand the impact that system-level decisions
have on component and subsystem design. At the same time, the capabilities
of technologies, components, and subsystems impact system design. The
book is meticulously crafted to intertwine these themes.

Audience

The book was developed for three courses at North Carolina State Univer-
sity. One is a final-year undergraduate class, another an introductory grad-
uate class, and the third an advanced graduate class. I believe it is com-
pletely understandable for senior-level students where a microwave/RF
engineering course is offered. The book is a comprehensive RF and mi-
crowave text and reference with detailed index, glossary, appendices, and
cross-references throughout the text. Practicing engineers will find the book
a valuable systems primer, a refresher as needed, and a reference tool in the
field. Additionally, it can serve as a valuable, accessible resource for those
outside RF circuit engineering who need to understand how they can work
with RF hardware engineers.
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Organization

The level of sophistication of RF and microwave engineering concepts
begins with a broad, easily read treatment of systems in the first three
chapters. This develops in the middle of the book with the subtleties
of microwave components and immediately useful design knowledge
particularly focused on microstrip design. The book finishes with in-depth
treatment of network synthesis which embodies the full sophistication of
microwave engineering. Detailed design examples are used throughout the
book. These are often used to illustrate design decisions that do not lend
themselves to formulaic solutions.

The book is organized around five modules that are largely indepen-
dent but do build on each other and are best taught in sequence. The first
three chapters of the book comprise the System Module. The System Mod-
ule (Chapters 1-3) describes system concepts and provides comprehensive
knowledge of RF and microwave systems. The emphasis is on understand-
ing how systems are crafted from many different technologies and concepts.
For example, the first chapter, "Modulation, Transmitters, and Receivers,”
considers the system-level trade-offs driven by modulation requirements.
The choice of amplifier impacts the microwave requirements that must be
designed. Complementary Metal Oxide Semiconductor (CMOS) circuitry in
Radio Frequency Integrated Circuits (RFICs) necessarily requires that am-
plifiers be differential, which in turn drives the design of baluns and other
balanced structures. The System Module prepares the reader for subsequent
material by providing the rational for design choices. It is written from a
hardware perspective with connections between system-level attributes and
hardware performance and requirements. The reader therefore gains valu-
able insight into how different technologies can be traded off in meeting
system requirements. I do not believe this systems presentation is available
anywhere else in such a compact form.

The Transmission Line Module (Chapters 4 and 5) consists of two chapters,
beginning with a chapter on transmission line theory, with microstrip lines
primarily used as design examples. Design examples illustrate some of the
less quantifiable design decisions that must be made, such as choosing
manufacturable dimensions and avoiding undesirable modes of operation.
This module shows how distributed effects form the basis for a large
variety of microwave and RF components that are not available at lower
frequencies. The modern treatment emphasizes planar circuit design and the
practical aspects of designing around unwanted effects. The text, examples,
and problems introduce the often hidden design requirements of designing
to mitigate parasitic effects and unwanted modes of operation.

The Network Module (Chapters 6-8) presents the descriptions of mi-
crowave networks based on S-parameter and ABCD matrices, and the rep-
resentation of reflection and transmission information on polar plots called
Smith charts. Microwave measurement and calibration technology is exam-
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ined. A sampling of the wide variety of microwave elements based on trans-
mission lines is presented. It is shown how many of these have lumped ele-
ment equivalents and how lumped elements and transmission lines can be
combined as a compromise between the high performance of transmission
line structures and the compactness of lumped elements. The module con-
cludes with an in-depth treatment of matching for maximum power trans-
fer. Both lumped element and distributed element matching are presented.

The Coupled Line and Filter Module (Chapters 9 and 10) begins by
presenting descriptions of coupling of parallel lines. It is shown that coupled
lines can be used to realize a variety of responses. Detailed design of a
directional coupler is used to illustrate the use of coupled lines. Network
equivalents of coupled lines are introduced as fundamental building blocks
that will be used later in filter design and network synthesis. Filter design
is presented as a mixture of art and science. This mix, and the thought
processes involved, are emphasized through the design of a filter integrated
throughout the chapter. This chapter integrates and applies many of the
design lessons presented throughout the book.

The final module is the Active Device and Synthesis Module (Chapters
11-13) which first considers amplifiers, mixers, oscillators, and switches.
Detailed amplifier and voltage-controlled oscillators are presented. Basic
RFIC design is presented and the reason for design choices in RFICs made
clear. The capstone chapter presents network synthesis through a number
of detailed design examples. Network synthesis is the methodical design
of microwave networks leading to design insight, novel topologies, and
tailored performance. Synthesis is presented as the merger of art, with
the choice of topologies with the desired fundamental characteristics, and
the mathematical development of successive networks beginning with a
lumped element prototype and resulting in the final physical realization.

Course Structures

University courses can be taught around two or three modules, and the
book can be used to teach two or three classes. A standard microwave
class following the format of earlier microwave texts can be taught around
Modules 2 and 3 (i.e., Chapters 4-8). Such a course will benefit from
the strong practical design flavor and modern treatment of measurement
technology, Smith charts, and matching networks. Transmission line
propagation and design is presented in the context of microstrip technology
providing an immediately useful skill. The subtleties of multimoding are
also presented in the context of microstrip lines. In such a class the easily
read chapters in the system module can be assigned for self-learning.

The fundamental philosophy behind the book is that the broader impact
of the material must be presented first. Systems should be discussed up
front and not left as an afterthought for the final chapter of a textbook or
the last class of the semester. A systems first class can be taught beginning
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with the systems module and continuing through the transmission line and
network module. This class is suited to a final-year class or, with the addition
of problems from the extensive set of design-oriented problems at the end
of the chapters, for an introductory graduate class. An advanced graduate
class can emphasize the final two modules of the book concentrating on
amplifiers, oscillators, and network synthesis. This can be supplemented
with a laboratory or computer-aided microwave design tools. The book is
written so that all electrical engineers can gain an appreciation of RF and
microwave hardware engineering. It offers a four-prong flexible approach
to RF engineering. For a more traditional approach, the book provides
appendices containing detailed reviews of electromagnetic theory, including
waveguide theory. The body of the text can be covered without strong
reliance on this electromagnetic theory, but it is there for those who desire it
for teaching or reader review. The book is rich with detailed information and
also serves as a technical reference. The extensive worked examples aid the
experienced engineer and the new engineer growing into RF and microwave
engineering.

The Systems Engineer

Systems are developed beginning with fuzzy requirements for components
and subsystems. Just as system requirements provide impetus to develop
new base technologies, the development of new technologies provides
new capabilities that drive innovation and new systems. The new
capabilities may arise from developments made in support of other systems.
Sometimes serendipity leads to the new capabilities. Creating innovative
microwave and RF systems that address market needs, or provide for new
opportunities, is the most exciting challenge in RF design. The engineers
who can conceptualize and architect new RF systems are in great demand.
This book began as an effort to train RF systems engineers and as an
RF systems resource for practicing engineers. Many RF systems engineers
began their careers when systems were simple. Today, appreciating a
system requires higher levels of abstraction than in the past, but it also
requires detailed knowledge or the ability to access detailed knowledge
and expertise. So what makes a systems engineer? There is not a simple
answer, but many partial answers. We know that system engineers have
great technical confidence and broad appreciation for technologies. They
are both broad in their knowledge of a large swath of technologies and
also deep in knowledge of a few areas, sometimes called the “T” model.
One book or course will not make a systems engineer. It is clear that there
must be a diverse set of experiences. This book fulfills the role of fostering
both high-level abstraction of RF engineering, and also detailed design skills
to realize effective RF and microwave components. My hope is that this
book will provide the necessary background for the next generation of RF
systems engineers by stressing system principles immediately, followed by
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core component technologies. Core technologies are thereby covered within
the context of the systems in which they are used.

Supplementary Materials

Supplementary materials presently available include PowerPoint slides
and solutions to selected problems, which can be downloaded from
www.scitechpub.com/steer. Instructors can also obtain a complete set of
solutions by writing editor@scitechpub.com.

Comments and Suggestions

This book will continue to evolve with the experience of instructors,
their students, and other interested readers. Please send your comments,
questions, and suggestions to RFDesign@scitechpub.com.
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1.1 Introduction

The front end of a Radio Frequency (RF) communication receiver combines
a number of subsystems in cascade to achieve several objectives. Filters and
matching networks provide frequency selectivity to eliminate interfering
signals. Amplifiers manage noise levels by boosting both received signals
and signals to be transmitted. Mixers coupled with oscillators translate the
modulated information from one frequency to another.

There are only a few types of receiver and transmitter architectures. In
a receiver, the central idea is to take information superimposed on an RF
signal or carrier and convert it to a lower frequency form which can be
directly applied to a speaker or digitized. In a cellular communication
system, the low-frequency signal, often called the baseband signal, could
have a bandwidth of 30 kHz to 5 MHz and the carrier frequency could
be 500 MHz to 2 GHz. A transmitter takes the baseband signal and
superimposes it on an RF carrier which can be more easily radiated into
space and propagates easily from one antenna to another. The essential
receiver and transmitter architectures are shown in Figure 1-1. In a receiver,
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Figure 1-1 Unilateral RF front end: (a) a receiver with two mixing (or heterodyning) stages; (b) a receiver
with one heterodyne stage; and (c) a one-stage transmitter.

mixers down-convert information superimposed on an RF carrier to a lower
frequency that can be directly connected to speakers or digitized by an
Analog-to-Digital Converter (ADC). With a transmitter, the low-frequency
information-bearing signal is translated to a frequency that can be more
easily radiated. The most common receiver architecture is shown in Figure
1-1(a). First, an antenna collects a broad portion of the electromagnetic
spectrum. Antennas have relatively low frequency selectivity (they have
broad bandwidth) and unwanted signal levels can be large, so additional
filtering by a bandpass filter (BPF) is required to reduce the range of
voltages presented to the first amplifier. Eventually this signal is digitized by
an ADC, but to do this the frequency of the information-carrying part of the
signal must be reduced. The stepping down of frequency is accomplished
by a mixer stage. With the mixer driven by a large Local Oscillator (LO)
signal, the output at the Intermediate Frequency (IF) is at the difference
frequency of the RF and LO (see Figure 1-2). Thus fir = frr — fro
(although sometimes the LO is above the RF so that fir = fLo — frr). LOs
generally have noise close to the operating frequency so that there is a limit
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Figure 1-2 Simple mixer circuit: (a) block diagram; and (b) spectrum.

on how close the RF and LO can be in frequency without oscillator noise
appearing at the IE. If there is a single mixer, then the IF may still be too
high. A solution is to use two stages of mixing. A BPF between the mixing
(or heterodyning) stages further blocks unwanted signals. Eventually a
lowpass filter (LPF) allows only the final IF (here IF3) to be presented to
the ADC. Once digitized, it is possible to further filter the intended signal
which originally appeared as modulation at the RE. A one-stage receiver
(see Figure 1-1(b)) generally requires a more capable ADC with a higher
operating frequency. The elimination of a mixing stage, however, reduces
cost and size. The architecture of a transmitter is similar to that of a receiver,
with a key difference being the use of a Digital-to-Analog Converter (DAC)
(see Figure 1-1(c)).

The major active elements in the RF front end of both the transmitter and
receiver are the amplifiers, mixers, and oscillators. These subsystems have
much in common, using nonlinear devices to convert power at DC to power
at RE. In the case of mixers, power at the LO is also converted to power at RE.
The front end of a typical cellphone is shown in Figure 1-3. The components
here are generally implemented in a module and use different technologies
for the various elements, optimizing cost and performance. There are many
variants of the architecture shown here. At one extreme, a module is used
with all of the components packed in a shielded structure perhaps 1 cm on a
side and 2-3 mm thick. Another extreme is a single-chip implementation,
usually in Bipolar with Complementary Metal Oxide Semiconductor
(BiCMOS) technology, Silicon Germanium (SiGe) technology, or high
performance CMOS called RF CMOS. However, it is necessary to use
a gallium arsenide GaAs device to efficiently achieve the hundreds of
milliwatts that typically must be transmitted.

Return now to the mixer-based transceiver (for transmitter and receiver)
architecture shown in a multichip form in Figure 1-3. Here, a single antenna
is used, and either a duplexer' (a combined lowpass and highpass filter)

1 A duplexer separates transmitted and received signals and is generally implemented as a

filter and is a type of diplexer. A diplexer combines two signals on different frequency bands
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Figure 1-3 RF front end organized as multiple chips.

or a switch is used to separate the (frequency spaced) transmit and receive
paths. If the system protocol requires transmit and receive at the same
time, a duplexer is required to separate the transmit and receive paths.
This filter tends to be large, lossy, or costly (depending on the technology
used). Consequently a transistor switch is preferred if the transmit and
receive signals operate in different time slots. In the receive path, a CMOS
or BiCMOS chip initially amplifies the low-level received signal, and so
low noise is important. This amplifier is thus called a Low-Noise Amplifier
(LNA). The amplified receive signal is then bandpass filtered and frequency
down-converted by a mixer (indicated by a circle with a cross in it) to IF
that can be sampled by an ADC to produce a digital signal that is further
processed by Digital Signal Processing (DSP). Variants of this architecture
include one that has two down-conversion stages, and another with no
mixing that relies instead on direct conversion of the receive signal using
a subsampling ADC. In the transmit path, the architecture is reversed, with
a DAC driven by the DSP chip that produces an information-bearing signal
at the IF which is then frequency up-converted by a mixer, bandpass filtered,
and amplified by what is called a power amplifier to generate the hundreds
of milliwatts required. An alternative transmitter design is Direct Digital
Synthesis (DDS), which bypasses the conversion stage. Direct conversion
and DDS are difficult to implement, but are essential for the highly desired
single or few chip solution.

This chapter describes the operation and design strategies for the RF
front-end architecture of Figure 1-3, looking at amplifiers, mixers, switches,
and oscillators. This architecture is used in most high-performance RF and
microwave communication and radar systems. While the subsystems are

so that they can be sent over a common path. A diplexer is normally a multiport filter, but
diplexing can be implemented in a digital signal processor.
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preferably linear at RF, this can only be approximated, as the active devices
used are intrinsically nonlinear. Performance is limited fundamentally by
distortion, which is related to the characteristics of the RF signal, and this
in turn is determined by the modulation scheme that impresses information
on an RF carrier.

1.2 RF Signals

RF communication signals are engineered to trade off efficient use of the
electromagnetic (EM) spectrum with the complexity and performance of
the required RF hardware. The process of converting baseband (or low-
frequency) information to RF is called modulation, of which there are two
types: analog and digital modulation. In analog modulation, the RF signal
has a continuous range of values; in digital modulation, the output has a
number of discrete states. There are just a few modulation schemes that
achieve the optimum trade-offs of spectral efficiency and ease of use with
hardware complexity. The major modulation schemes include the following;:

Analog modulation

AM Amplitude modulation
FM Frequency modulation
PM Phase modulation
Digital modulation
FSK Frequency shift keying
PSK Phase shift keying
MSK Minimum shift keying (a form of FSK)
GMSK Minimum shift keying using Gaussian filtered data
BFSK Binary frequency shift keying
BPSK Binary phase shift keying
QPSK Quadrature PSK (QPSK is also referred to as quar-
ternary PSK, quadraphase PSK, and quadra PSK)
7 /4-DQPSK 7 /4 Differential encoded QPSK
OQPSK Offset QPSK
SOQPSK Shaped Offset QPSK
SBPSK Shaped BPSK
FOQPSK Feher Offset QPSK
8PSK 8-state phase shift keying
37 /8-8PSK 3 m/8, 8-state phase shift keying
16PSK 16-state phase shift keying
QAM Quadrature amplitude modulation

Frequency modulation, and the similar PM modulation schemes, are used
in analog cellular radio. With the addition of legacy AM, the three schemes
are the bases of analog radio. The other schemes are used in digital radio,
including digital cellular radio. GMSK is used in the Global System for
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Figure 1-4 Analog modulation showing (i) waveform and (ii) spectrum for (a) baseband signal; (b)
carrier; (c) carrier modulated using amplitude modulation; (d) carrier modulated using frequency
modulation; and (e) carrier modulated using phase modulation.

Mobile Communications (GSM) cellular system and is a form of FSK and
produces a constant amplitude modulated signal. The FM, FSK, GMSK,
and PM techniques produce constant RF envelopes, thus no information is
contained in the amplitude of the signal. Therefore errors introduced into
the amplitude of the system are of no significance, so efficient saturating-
mode amplifiers such as Class C can be used, thus extending battery life.

So there is a trade-off in the complexity of RF design, choice of modulation
format, and battery life. In contrast, the MSK, 7/4-DQPSK, 37 /8-8PSK, and
QAM techniques do not result in constant RF envelopes, so information is
contained in the amplitude of the RF signal. Thus more sophisticated RF
processing hardware is required.

1.3 Analog Modulation

Wireless modulation formats in conventional narrowband radio are based
on modifying the properties of a carrier by slowly varying the amplitude
and phase of the carrier. The waveforms and spectra of common analog
modulation formats are shown in Figure 1-4.
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1.3.1 Amplitude Modulation, AM

Amplitude Modulation (AM) is the simplest analog modulation scheme
to implement. Here a signal is used to slowly vary the amplitude of the
carrier according to the level of the modulating signal. The modulating
signal is generally referred to as the baseband signal and it contains all of
the information to be transmitted or interpreted. The waveforms in Figure
1-4 are stylized, as the variation in the carrier is relatively fast. They are
presented this way so that the effects of modulation can be more easily
interpreted. The baseband signal (Figure 1-4(a)) is shown as having a period
that is not too far away from the period of the carrier (Figure 1-4(b)). In
reality, there would be hundreds or thousands of RF cycles for each cycle
of the baseband signal so that the frequency of the baseband signal would
have frequency components which are a tiny fraction of the frequency of the
carrier.

With AM (Figure 1-4(c)), the amplitude of the carrier is modulated, and
this results in a broadening of the spectrum of the carrier, as shown in Figure
1-4(c)(ii). This spectrum contains the original carrier component and upper
and lower sidebands designated as U and L, respectively. In AM, the two
sidebands contain identical information, so all the information would be
transmitted if the carrier and one of the sidebands were suppressed. With
the carrier present, it is easy to receive a signal by bandpass filtering the
incoming modulated signal, rectifying the result, and then lowpass filtering
the rectified signal to remove harmonics of the baseband signal.

An AM signal z(t) has the form

x(t) = Ac[1 + my(t)] coswet, (1.1)

where m is called the modulation index and y(t) is the baseband
information-bearing signal that has frequency components which are below
the carrier radian frequency w.. Provided that y(t) varies slowly relative
to the carrier, that is, the frequency components of y(¢) are significantly
below the carrier frequency, z(t) looks like a carrier whose amplitude varies
slowly. To get an idea of how slowly the amplitude varies in actual systems,
consider an AM radio that broadcasts at 1 MHz (which is in the middle of the
AM broadcast band). The highest frequency component of the modulating
signal corresponding to voice is about 4 kHz. Thus the amplitude of the
carrier takes 250 carrier cycles to go through a complete amplitude variation.
At all times a cycle of the carrier appears to be periodic, but in fact it is not
quite. It is common to refer to the modulated carrier as being quasi-periodic
and to the apparent carrier as being the pseudo-carrier.

The concept of the envelope of a modulated RF signal is introduced in
Figure 1-5. Figure 1-5(a) is the carrier; the amplitude-modulated carrier is
shown in Figure 1-5(b). The outline of the modulated carrier is called the
envelope, and for AM this is identical to the modulating signal. Both the
envelope and the modulating signal are shown in Figure 1-5(c). At the peak
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Figure 1-5 AM showing the relationship between the carrier and modulation
envelope: (a) carrier; (b) 100% amplitude modulated carrier; and (c) modulating or
baseband signal.

of the envelope, the RF signal has maximum power (considering the power
of a single RF cycle). Since we are dealing with 100% AM, m = 1 in Equation
(1.1) and there is no RF power when the envelope is at its minimum.

One of the characteristics of various modulation formats is the ratio of the
power of the signal when the carrier is at its peak (i.e., the power in one cycle
of the carrier when the envelope is at its maximum) relative to its average
value (the power averaged over all time). This is called the Peak-to-Average
Ratio (PAR) and is a good indicator of how sensitive a modulation format
is to the effects of nonlinearity of the RF hardware.

It is complex to determine the PAR for a general signal, but a good
estimate can be obtained by considering that the modulating signal is a
sinewave. Let y(t) (= cosw,,t) be a cosinusoidal modulating signal with
radian frequency wy,. Then (for AM)

x(t) = Ac [1 + mcoswpt] coswct . (1.2)

Thus if just one quasi-period of this signal is considered (i.e., one variation of
the modulated signal at the carrier frequency), then the signal has a power
that varies with time.

Consider a voltage v(t) across a resistor of conductance G. The power of
the signal must be determined by integrating over all time, which is work,
and dividing by the time period yields the average power:

T

Pye = lim inz(t) dt . (1.3)
T—00 —r T

Now, if v(t) is a cosinusoid, v(t) = A coswt, then

1 T
P,y = lim —/ A%G cos? (wt) dt

T—o00 2T
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lim —/ A%G [1 + cos (2wt)] dt

T—00 2T

§A§G{ lim i/ Ldt+ lim i/ cos(2wt)dt} = %ASG. (1.4)

T—00 2T o T—00 2T J_ .

In the above equation, a useful equivalence has been employed by observing
that the infinite integral of a cosinusoid can be simplified to just integrating
over one period, T’ = 27 /w:

1 T T/2
lim —/ cos” = — cos” dt , (1.5)

T—00 2T - —T/2

where n is a positive integer. In power calculations there are a number
of other useful simplifying techniques based on trigonometric identities.
Some of the ones that will be used are the following:

cosAcosB = % [cos(A — B) + cos(A + B)]
cos? A = % [14 cos(24)] (1.6)
1 T 1 T/2
lim —/ coswtdt = —/ cos (wt) dt =0 (1.7)
T—00 2T T/2
T/2 T/2
= cos? dt = —/ [cos (2wt) + cos(0)] (1.8)
—-7/2 T/2 2
1 T/2 T/2
= — cos (2wt) dt + / 1dt
2T /T/2 (2ut) —T/2
= T 1.
0+ T) =5 19)

More trigonometric identities are given in Appendix A.3 on Page 828. Also,
when cosinusoids cos At and cos Bt, having different frequencies (A # B),
are multiplied together, then

/ cos At cos Bt dt = / [cos(A + B)t+cos(A+ B)t] dt =0,  (1.10)
and, in general, if A # B # 0,
/ cos At cos™ Btdt =0 . (1.11)

Now the discussion returns to characterizing an AM signal by considering
long-term average power and the short-term power of the signal. The
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maximum amplitude of the pseudo-carrier at its peak amplitude is, from
Equation (1.2),

xp(t) = Ac[1 +m] coswet . (1.12)

Then the power (Pyeax) contained in the peak pseudo-carrier is obtained by
integrating over one period:

T/2 T/2
Ppeak = — / = — / 1 + m) COS2 (wct) dt
T/2 T/2
o1 (T2 1 2
= A2G(1+m)” = / cos? (wet) dt = —A2G (1 +m)”.(1.13)
T 7T/2 2

The average power (P,,,) of the modulated signal is obtained by integrating
over all time, so

1 T
Py = lim — Ga?(t) dt
T—00 2T J_

1
= A%G lim 0o {11 + m cos (wmt)] cos (wet)}* dt
T—00 T

-7

= A%G lim —/ {14 2m cos (wt) + m? cos® (wint)] cos® (wet) } dt

T—00 2T

1 T
= A%G lim — / [cos® (wet) + 2m cos (wt) cos® (wet)
T—00 T —r

+m® cos® (wmt) cos® (wet)] dt

1 T
= A%G { lim o / cos? (wet) dt
T—00 2T J_ .

1 T
+ lim — / 2m cos (wpt) cos? (wet) dt
T—00 2T J_
1 T

+ lim — m? cos? (wpt) cos? (wet) dt}

T—00 T —r
2|1 N D A 2
= AG 3 +0+ lim — m= cos” (wmt) cos™ (wet) dt

T—00 2T J_

_ Aze{l +m? lim 2i / 111+ cos (2wnmt)] [1 + cos (2w.t)] dt}

2 T—00 2T _7_4

1
:A2 —
G {5+

2 1 T
mT lim — / [1 4 cos (2wmt) + cos (2wct) 4 cos (2w t) cos (2w,t)] dt}

T—00 2T _r
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1 2 I L7
Pave _AEG{E n mT [TILHQOZ/_TM“F)E&Z/_T cos (2w t) dt

1 /7 1 /7
+ lim —/ cos (2wet) dt + lim —/ cos (2w t) cos (2wt) dt]}

T—00 T —r T—00 T —r

=A2G [1/24+ m*(1/4+ 040+ 0)]
= %AiG(l +m?/2) . (1.14)
So the PAR of an AM signal (i.e., PAR M) is

PARy = Loenc _ 3AIG(LEm)” (14 m)?
Py  2A2G(1+m2/2) 1+m?/2°

For 100% AM described by m = 1, the PAR is

14 1)2 4
A+1° 4 67— 4.96dB. (1.15)

PAR =T
100%AM = 777279 ~ 15

In expressing the PAR in decibels, the formula PAR4qg = 10log,c(PAR)
was used, as the PAR is a power ratio. As an example, for 50% AM described
by m = 0.5, the PAR is

(14052 225
PAR; = = =2 =3dB. 1.16
SOXAM T 1052/2 1,125 (1.16)

The PAR is an important attribute of a modulation format and impacts the
types of circuit designs that can be used. It is much more challenging to
achieve low levels of distortion when the PAR is high. When comparing
two signals it is common to assume that the powers are referenced to the
same resistance. In this case the square of the voltage ratios of the signals
can be used as the power ratio.

It is tempting to consider if the lengthy integrations can be circumvented.
Powers can be added if the signal components (the tones making up
the signal) are uncorrelated. If they are correlated, then the complete
integrations are required.? Consider two uncorrelated sinusoids of (average)
powers P; and P, then the average power of the composite signal is Payg
= Py + P,. However, in determining peak power, the RF cycle where the
two sinusoids align is considered, and here the voltages add to produce
a sinewave with a higher amplitude. So peak power applies to just one
RF pseudo-cycle. Generally the voltage amplitude of the two sinewaves

2 For the purposes here, two signals are uncorrelated if the integral of their product over all
time and all offsets is zero. That is, z(¢) and y(t) are uncorrelated if C' = fj(f: z(t)y(t +
7) dt = 0 for all 7, otherwise they are correlated (or partly correlated). For a more complete
definition see Reference [1].
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would be added and then the power calculated. If the uncorrelated carriers
are modulated and the modulating signals (the baseband signals) are
uncorrelated, then the average power can be determined in the same way,
but the peak power calculation is much more complicated. The integrations
are the only calculations that can always be relied on. They can be used with
all signals, including digitally-modulated signals.

1.3.2 Phase and Frequency Modulation, PM and FM

The two other analog modulation schemes commonly used are Phase
Modulation (PM) (Figure 1-4(e)) and Frequency Modulation (FM) (Figure
1-4(d)). The signals produced by the two schemes are identical; the
difference is how the signals are generated. In PM, the phase of the carrier
depends on the instantaneous level of the baseband signal. In FM, the
amplitude of the baseband signal determines the frequency of the carrier.
The result in both cases is that the bandwidth of the time-varying signal
is spread out, as seen in Figure 1-6. A receiver must compress the spread-
out information to re-create the original narrowband signal, and this can
be thought of as processing gain, as the compression of correlated signals
significantly increases the tolerance to noise. As will be seen, processing
gain is essential in digital radio, which uses digital modulation. The peak
amplitude of the RF phasor is equal to the average amplitude and so the
PARis 1 or 0 dB. A summary of the PAR of the primary analog modulated
signals is given in Figure 1-7.

Frequency modulation was invented by Edwin H. Armstrong and
patented in 1933. FM is virtually static free and clearly superior to AM
radio. However, it was not immediately adopted largely because AM radio
was established in the 1930s, and the adoption of FM would have resulted
in the scrapping of a large installed infrastructure (seen as a commercial
catastrophe) and so the introduction of FM was delayed by decades. The
best technology does not always win immediately! Commercial interests
and the interests of those heavily invested in an alternative technology have
a great deal to do with the success of a technology.

Carson’s Rule

Frequency- and phase- modulated signals have unlimited bandwidth but
the information content of the sidebands drops off rapidly. The bandwidth
required to reliably transmit a PM or FM signal is subjective, but the best
accepted criterion is called Carson’s bandwidth rule or just Carson’s rule
[2,3]. It provides an estimate of the bandwidth capturing approximately
98% of the energy when a carrier is frequency or phase modulated by a
continuous spectrum baseband signal. An FM signal is shown in Figure
1-6. In particular, Figures 1-6(a) and 1-6(b) show the FM function and
then the spectrum that results when a single sinewave modulates the
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(a) carrier; (b) AM signal with envelope; and (c) FM or PM signal with the envelope
being a straight line or constant.
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frequency of a carrier. As time passes, the carrier moves up and down in
frequency synchronously with the level of the input baseband signal. The
level (typically voltage) of the baseband signal determines the frequency
deviation of the carrier from its unmodulated value. The frequency shift
when the modulating signal is at its maximum amplitude is called the peak
frequency deviation, Af, and the maximum frequency of the modulating
frequency is f,,. Figure 1-6(c) shows the spectrum that results when the
modulating signal, or baseband signal, is continuous. There are multiple
sidebands, with the relative strength of each being dependent on a bessel
function of the highest modulation frequency, f,,, and the maximum
frequency deviation, Af. Carson’s rule, derived from these considerations,
is

Bandwidth required = 2 x (f,, + Af). (1.17)

Narrowband and Wideband FM

The FM signal, as used in FM broadcast radio, is also called wideband
FM, as the maximum frequency deviation is much greater than the highest
frequency of the modulating or baseband signal, that is, Af > f,,. A more
spectrally efficient form of FM is called narrowband FM, where Af < f,.
Narrowband FM was developed as a more bandwidth efficient form of FM,
but of course digital radio has passed this now and narrowband FM is no
longer an important modulation type. The trade-off is that narrowband FM,
as opposed to wideband FM, requires more sophisticated demodulation and
hence more complex circuits are required. It should also be noted that FM,
as used in conventional FM broadcast radio, is being phased out so that
spectrum can be used more efficiently.

1.3.3 Two-Tone Signal

A two-tone signal is a signal that is the sum of two cosinusoids. Thus
y(t) = X cos(wat) + Xp cos(wpt) (1.18)

is a two-tone signal. Generally the frequencies of the two tones are close,
with the concept being that the two tones both fit within the passband of a
bandpass filter, so it would be reasonable to assume that the individual tones
have frequencies that are within 1% of each other. A two-tone signal is not a
form of modulation, but is commonly used to characterize the performance
of RF systems. The composite signal would then look like a slowly varying
pseudo-carrier, not unlike an AM signal. The tones are uncorrelated so that
the average power of the composite signal, y(t), is the sum of the powers
of each of the individual tones. The peak power of the composite signal is
the peak pseudo-carrier, so y(t) has a peak amplitude of X4 + Xp. Similar
concepts apply to three-tone and n-tone signals.
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Figure 1-8 Modes of digital modulation: (a) modulating bitstream; (b) carrier; (c)
carrier modulated using amplitude shift keying (ASK); (d) carrier modulated using
frequency shift keying (FSK); and (e) carrier modulated using binary phase shift
keying (BPSK).

EXAMPLE 1. 1 PAR of a Two-Tone Signal

What is the PAR of a two-tone signal with both tones having equal amplitude?

Solution:

Let X4 = Xp = X, the peak pseudo-carrier has amplitude 2X, and so the power of the
peak RF carrier is proportional to 1(2X)* = 2X?. The average power is proportional to
(X3 + XB) = $(X* + X?) = X7, as each one is independent of the other, and so the
powers can be added.

2X?

PAR = "o =2=3dB. (1.19)

1.4 Digital Modulation

Digital modulation was first employed in sending telegraph signals
wirelessly in which a carrier was switched, or keyed, on and off to create
pulses of the carrier signal. This modulation is now known as Amplitude
Shift Keying (ASK), but today this scheme is little used. Several digital
modulation formats are shown in Figure 1-8. The fundamental characteristic
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Figure 1-9 Characteristics of phase shift keying (PSK) modulation: (a) modulating bitstream; (b) the
waveform of the carrier modulated using PSK, with the phase determined by the 1s and 0s of the
modulating bitstream; and (c) the spectrum of the modulated signal.

of digital modulation is that there are discrete states, each of which defines
a symbol, with a symbol representing one or more bits. In Figure 1-8, there
are only two states representing one of two values for a bit (0 or 1). With
multiple states, groups of bits can be represented. There are many digital
modulation formats that have proved successful and many of these are
considered below. In modern communication schemes it is important to be
able to recover the original carrier, so it is important that the amplitude of
the carrier not be small for an extended period of time as it is in the ASK
scheme illustrated in Figure 1-8(c)

1.4.1 Phase Shift Keying, PSK

The waveforms and spectrum of a PSK modulated signal are shown in
Figure 1-9. The incoming baseband bitstream (Figure 1-9(a)) is lowpass
filtered and used to modulate the phase of a carrier (Figure 1-9(b)). The
spectrum of this signal is shown in Figure 1-9(c). The PSK modulation
scheme is similar to that represented in Figure 1-10, with the FSK modulator
replaced by a PSK modulator which shifts the phase of the carrier
rather than its frequency. There are many variants of PSK, with the most
fundamental characteristics being the number of phase states (e.g., with 2"
phase states, n bits of information can be transmitted) and how the phasor
of the RF signal transitions from one phase state to another. Generally PSK
schemes shape the spectrum of the modulated signal to fit as much energy
as possible within a spectral mask. This results in a modulated carrier
whose amplitude varies (and thus a time-varying envelope). Such schemes
require highly linear amplifiers to preserve the amplitude variations of the
modulated RF signal. Other schemes orchestrate the phase transitions to
achieve a constant envelope modulated RF signal but have lower spectral
efficiency. Two approaches to achieving this are, first, to slow the transitions
down, and, second, to eliminate transitions from a phase state to one which
is rotated by 180° and so avoid the RF phasor traversing the origin. The
result of both approaches is that relatively simple hardware can be used, as
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Figure 1-10 The frequency shift keying (FSK) modulation system.

amplitude distortion is not a problem. So system design affects RF hardware
complexity, and the sophistication of available and affordable hardware
impacts system design. There are only a few variants that achieve optimum
properties, and many of these will be considered later in this chapter.

The communication limit of 1 symbol per hertz of bandwidth, the symbol
rate, comes from the Nyquist signaling theorem. Nyquist determined that
the number of independent pulses that could be put through a telegraph
channel per unit of time is limited to twice the bandwidth of the channel.
With a modulated RF carrier, this translates to a pulse of information on
the I (or cosine) component, and a pulse of information on the ) (or sine)
component, in a unit of time equal to 1/bandwidth. Combining the  and )
channels, the phasor can move from one value to another in a unit of time
equal to 1/bandwidth. The phasor transition identifies a symbol, and hence
one symbol can be sent per hertz of bandwidth.

1.4.2 Binary Phase Shift Keying, BPSK

Phase shift keying demodulation requires more sophisticated signal
processing than does FSK. PSK uses prescribed phase shifts to define
symbols, each of which can represent one, two, or more bits. Binary Phase
Shift Keying (BPSK), illustrated in Figure 1-8(e), has one bit per symbol
and is a relatively spectrally inefficient scheme, with a maximum spectral
efficiency of 1 bit/second/hertz (1 b-s™!:-Hz™!). Although spectrally
inefficient, it is ideally suited to low-power applications and single-chip
implementations, perhaps with an off-chip reference resonator. The typical
signal flow is from an antenna, through an RF-tuned amplifier, with
quadrature mixing to produce I and ) channels which are then lowpass
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Figure 1-11 Constellation diagrams with possible transitions: (a) a binary
modulation scheme; and (b) QPSK, a four-state phase modulation scheme. Each state
is a symbol.

filtered. The filtered I and @) channels are then commonly integrated over
the duration of a bit. In the most sensitive scheme, the I and ) channels
are oversampled (by an ADC) at a multiple of the bit rate and the signal
correlated with the expected zerocrossing.

BPSK is commonly used in pagers and is used in Bluetooth. The operation
of BPSK modulation can be described using the constellation diagram
shown in Figure 1-11(a). The BPSK constellation diagram indicates that there
are two states. These states can be interpreted as the values of i(¢) and ¢(t)
at the sampling points corresponding to the bit rate. The curves in Figure 1-
11(a) indicate three transitions. The states are at the ends of the transitions.
If a1, in Figure 1-11(a), is assigned to the positive I value and 0 to a negative
I value, then the bit sequence represented in Figure 1-11(a) is “1001.”

1.4.3 Quadrature Phase Shift Keying, QPSK

Quadrature Phase Shift Keying (QPSK) modulation is usually referred
to as quadrature PSK, although it is also referred to as quarternary PSK
and quadraphase PSK. In QPSK wireless systems, good spectral efficiency
is obtained by sending more than one bit of information per hertz of
bandwidth. Information is encoded in four phase states. Thus referring
to QPSK as quadraphase shift keying is more precise, but this is not the
common usage. The higher-order modulation schemes that achieve more
than two states require that the characteristics of the channel be taken into
account. The dominant characteristic of the wireless channel are deep fades
resulting from destructive interference of multiple reflections. Fades can
be viewed as deep amplitude modulation, and so it is difficult to transfer
information in the amplitude of a carrier. Consequently phase modulation
schemes falling in the class of M-ary Phase Shift Keying (MPSK) are
most appropriate in the mobile context. In mobile environments there are
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Figure 1-12 Quadrature modulation block diagram indicating the role of pulse
shaping.

just a few modulation formats that have been found acceptable. These all
fall in the class of either FSK-like schemes or quadraphase shift keying
(QPSK) (also called quadrature phase shift keying, as the modulation can
be viewed as the superposition of two modulated quadrature carriers). The
characteristic of QPSK modulation is that there are four allowable phase
states per symbol period, so two bits of information are transmitted per
change in the characteristic of the modulated signal. There are many other
four-state PSK schemes and there are schemes that have more than four
phase states.

Quadrature phase shift keying modulation can be implemented using
the quadrature modulator shown in Figure 1-12. The constellation diagram
of QPSK is the result of plotting i(¢) and ¢(¢) on a rectangular graph (or
equivalently A(t) and ¢(¢) on a polar plot) for the generalized modulation
circuit of Figure 1-12. More commonly these quantities are referred to
as I and Q. In Figure 1-12, the input bitstream is first converted into
two parallel bitstreams. Thus a two-bit sequence in the serial bitstream
becomes one Ik bit and one Qx bit. The (Ix, Qi) pair constitutes the
Kth symbol. A modulation scheme with four allowable states—A, B, C,
D—is shown in Figure 1-11(b). In the absence of wave-shaping circuits,
i(t) and ¢(t) have very sharp transitions, and the paths shown in Figure
1-11 are almost instantaneous. This leads to large spectral spreads in the
modulated waveform, s(t). So to limit the spectrum of the RF signal s(t),
the shape of i(t) and ¢(t) is controlled; the waveform is shaped, usually
by lowpass filtering. So a pulse-shaping circuit changes binary information
into a more smoothly varying signal. Each transition or path in Figure 1-11
represents the transfer of a symbol or minimum piece of information. The
best efficiency that can be obtained in point-to-point communication is one
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symbol per hertz of bandwidth. In the QPSK modulation scheme shown,
there are three possible transitions from each point in the constellation in
addition to the possibility of no transition. Thus each symbol contains two
bits. So the maximum efficiency of this type of modulation scheme is 2
b-s~'-Hz~! (2 bits/second /hertz of bandwidth). What is actually achieved
depends on the pulse-shaping circuits and on the criteria used to establish
the bandwidth of s(t). Various modulation schemes have relative merits
in terms of spectral efficiency, tolerance to fading (due to destructive
interference), carrier recovery, spectral spreading in nonlinear circuitry, and
many other issues that are the realm of communication system theorists.

The waveforms corresponding to the state transitions shown in Figure
1-11(b) most immediately affect the bandwidth of s(t) and the ability to
demodulate the signal. The constellation diagram is analogous to a phase
diagram of the carrier signal.®> Thus signal trajectories through the origin
indicate that the amplitude of the carrier is very small for many RF cycles,
and this is particularly troublesome, as it is difficult to track the carrier in the
presence of noise. The ability to demodulate signals is equivalent to being
able to reconstruct the original constellation diagram of the modulation
signal. Also, transitions through the origin indicate that there is significant
amplitude variation of the RF signal and so this has high PAR.

EXAMPLE 1. 2 QPSK Modulation and Constellation

The bit sequence 110101001100 is to be transmitted using QPSK modulation.
Show the transitions on a constellation diagram.

The bit sequence 110101001100 must be converted to a two-bit-wide parallel
stream of symbols resulting in the sequence of symbols 11 01 01 00 11 00. The
symbol 11 transitions to the symbol 01 and then the symbol 01 and so on. The
states (or symbols) and the transitions from one symbol to the next required to send
the bitstream 110101001100 are shown in Figure 1-13. QPSK modulation results in
the phasor of the carrier transitioning through the origin so that the average power
is lower and the PAR is high. A more significant problem is that the phasor will fall
below the noise floor, making carrier recovery almost impossible.

1.4.4 Frequency Shift Keying, FSK

Frequency Shift Keying (FSK) is one of the simplest forms of digital
modulation, with the frequency of the transmitted signal indicating a

3 This is true here, but not in all cases. The constellation diagram is a way of representing

symbols first and is not simply a phasor diagram.
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Figure 1-13 Constellation diagram states and transitions for the bit sequence 110101001100 sent as the
set of symbols 11 01 01 00 11 00 using QPSK. Note that Symbols 2 and 3 are identical, so there is no
transition and this is shown as a self-loop, whereas there will be no transition in going from Symbol 2 to
Symbol 3. The SYMBOL numbers indicated reference the symbol at the end of the transition (the end of

the arrowhead).

symbol, usually either one or two bits. FSK is illustrated in Figure 1-8(d).
The schematic of an FSK modulation system is shown in Figure 1-10. Here,
a binary bitstream is lowpass filtered and used to drive an FSK modulator,
one implementation of which shifts the frequency of an oscillator according
to the voltage of the baseband signal. This function can be achieved using
a phase-locked loop (PLL) with considerably less sophistication than PSK-
based schemes, which require digital signal processing to demodulate a
modulated signal. With FSK, an FM demodulator can be used to receive
the signal. A characteristic feature of FSK is that the amplitude of the
modulated signal is constant, so efficient saturating (and hence nonlinear)
amplifiers can be used without introducing much distortion of concern. Not
surprisingly, FSK was the first form of digital modulation used in mobile
digital radio. Prior to digital radio, FSK was used in analog radio to transmit
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(@) (b)

Figure 1-14 Constellation diagrams of FSK modulation: (a) two-state FSK; and (b)
four-state FSK.

bits. A particular form of FSK is Minimum Shift Keying (MSK), which uses
a baseband lowpass filter so that the transitions from one state to another are
smooth in time and limit the bandwidth of the modulated signal.

In the preceding sections the constellation diagram was introduced as
a phasor diagram of the (modulated) carrier. However, the equivalence is
only approximate and the similarity is most distinct with FSK modulation.
Strictly speaking, a phasor diagram describes a phasor that is fixed in
frequency. Still, if the phasor is very slowly phase modulated, then this
approximation is good. That is, the frequency of the modulated carrier is
considered to be fixed and the phase changes over time. FSK modulation
cannot be represented on a phasor diagram, as the information is in the
frequency transition rather than a phase transition. However, the discrete
states must be represented, and the constellation diagram is used to
graphically represent them and the transitions. The departure from the
phasor diagram can no longer be ignored. In reality, with FSK modulation,
the frequency of the modulated carrier changes slowly if the baseband signal
is lowpass filtered. For example, consider an FSK modulated signal with a
bandwidth of 200 kHz and a carrier at 1 GHz. This is a 0.02% bandwidth, so
the phasor changes very slowly. So going from one FSK state to another
takes a very long time, about 5000 cycles. In trying to represent FSK
modulation on a pseudo-phasor diagram, the frequency is approximated
as being fixed and the maximum real frequency shift is arbitrarily taken as
being a 180° shift of the phasor.

In FSK, the states are on a circle on the constellation diagram (see Figure
1-14). Note that the constellation diagram indicates that the amplitude of
the phasor is constant, as FSK is a form of FM. In four-state FSK modulation
(see Figure 1-14(b)), transitions between states take twice as long for states
that are on opposite sides of the constellation diagram compared to states
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that are only separated by 90°. Filtering of the baseband modulating
signal is required to minimize the bandwidth of the modulated four-state
FSK signal. This reduces spectral efficiency to less than the theoretical
maximum of 2 bits per hertz. In summary, there are slight inconsistencies
and arbitrariness in using a phasor diagram for FSK, but FSK does have a
defined constellation diagram which is closely related to a phasor diagram.

1.4.5 Comparison of FSK and QPSK Modulation

The modulation format used impacts the choice of circuitry, battery life, and
the tolerance of the system to noise. Figure 1-15 contrasts two types of digital
modulation: FSK used in the Global System for Mobile Communications
(GSM) cellular system, and QPSK used in the Digital Advanced Mobile
Phone System (DAMPS) cellular system. In Figure 1-15(a), f is the bit
frequency and it is seen that FSK and QPSK have different spectral shapes.
Most of the energy is contained within the bandwidth defined by the bit
frequency. At multiples of the bit frequency, the power density with FSK
is much lower than with QPSK, resulting in less interference (Adjacent
Channel Interference [ACI]) with neighboring radios in adjacent channels.
This is an important metric with radios that is captured by the Adjacent
Channel Power Ratio (ACPR), the ratio of the power in the adjacent
channel to the power in the main channel. Another important metric is
the Bit Error Rate (BER). Different modulation formats differ in their
susceptibility to noise. The level of noise is captured by the ratio of the
power in a bit, F, to the noise power, NN,, in the time interval of a bit. This
ratio, Ey, /N, (often referred to as E BN O), is directly related to the Signal-to-
Noise Ratio (SNR). In particular, consider the plot of the BER against E}, /N,
shown in Figure 1-15(b). QPSK is less susceptible to noise than is FSK.

1.4.6 Implementation Margin

If filters and other hardware in a communication receiver are ideal, E;/N,
= SNR for BPSK, and E,/N, = %SNR for QPSK. With practical filters
there is a performance degradation and a higher SNR is necessary than
the theoretical E;/N, required for a particular BER. The difference is
captured by the implementation margin, &, usually specified in decibels.
To achieve a specific BER, SNR is greater than the theoretical E;/N, by k.
The implementation margin is therefore a measure of the performance of RF
hardware.

1.4.7 =/4 Quadrature Phase Shift Keying, 7/4-QPSK

A major objective in digital modulation is to ensure that the RF trajectory
from one phase state to another does not go through the origin. The
transition is slow, so that if the trajectory goes through the origin, the
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Figure 1-15 Comparison of FSK and QPSK: (a) power spectral density as a function of frequency
deviation from the carrier; and (b) BER versus signal-to-noise ratio (SNR) as E}/N, (or energy per bit
divided by noise per bit).

Table 1-1 Implementation margins for modern communication receivers [4, page
328], [5, 6]. These implementation margins are what can be achieved by the best
designs. Not all companies can achieve these. Higher values result from the
choice of lower performing technologies, perhaps resulting from a compromise of
performance, cost, and design effort.

| Modulation | Implementation Margin |

BPSK 0.5dB
QPSK 0.8dB
8PSK 1-1.6dB
16QAM 1.5-2.1dB
CDMAOne 05-1dB
WCDMA 2dB

amplitude of the carrier will be below the noise floor for a considerable
time and it will not be possible to recover its frequency. One of the solutions
developed to address this problem is the 7/4 quadrature phase shift keying
(7 /4-QPSK) modulation scheme. In this scheme the constellation at each

symbol is rotated 7/4 radians from the previous symbol, as shown in Figure
1-16.
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Figure 1-16 Constellation diagram of 7/4-QPSK modulation: (a) constellation
diagram at one symbol; and (b) the constellation diagram at the next symbol.

EXAMPLE 1. 3 7/4-QPSK Modulation and Constellation

The bit sequence 110101001000 is to be transmitted using 7/4-QPSK modulation. Show
the transitions on a constellation diagram.

Solution:

The bit sequence 110101001000 must be converted to a two-bit-wide parallel stream of
symbols, resulting in the sequence of symbols 11 01 01 00 10 00. The symbol 11 transitions
to the symbol 01 and then the symbol 01 and so on. The constellation diagram of 7 /4-
QPSK modulation really consists of two QPSK constellation diagrams that are shifted by
7 /4 radians, as shown in Figure 1-16. At one symbol (or time) the constellation diagram is
that shown in Figure 1-16(a) and at the next symbol it is that shown in Figure 1-16(b). The
next symbol uses the constellation diagram of Figure 1-16(a) and the process repeats. The
states (or symbols) and the transitions from one symbol to the next required to send the
bitstream 110101001000 are shown in Figure 1-17.

One of the unique characteristics of 7/4-QPSK modulation is that there is always a
change, even if a symbol is repeated. This helps with recovering the carrier frequency,
which is an important function in a demodulator. Also, the carrier phasor does not go
through the origin and so the PAR is lower than if QPSK modulation were used, as this
would result in transitions through the origin. If the binary bitstream itself (with sharp
transitions in time) is the modulation signal, then the transition from one symbol to the
next occurs instantaneously and hence the modulated signal has a broad spectrum around
the carrier frequency. The transition, however, is slower if the bitstream is filtered, and so the
bandwidth of the modulated signal will be less. Ideally the transmission of one symbol per
hertz would be obtained. However, in 7/4-QPSK modulation the change from one symbol
to the next has a variable distance (and so takes different times) so that the ideal spectral
efficiency of one symbol per hertz (or 2 bits/Hz) is not obtained. In practice, with realistic
filters and allowing for the longer transitions, 7/4-QPSK modulation achieves 1.62 bits/Hz.
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Figure 1-17 Constellation diagram states and transitions for the bit sequence 110101001000 sent as the
set of symbols 11 01 01 00 10 00 using 7 /4QPSK modulation.

1.4.8 Differential Quadrature Phase Shift Keying, DQPSK

Multiple transmission paths, or multipaths, result in constructive and
destructive interference and can result in rapid additional phase rotations.
Thus relying on the phase of a phasor at the symbol sample time to
determine the symbol transmitted is prone to error. When an error results at
one symbol, this error accumulates when subsequent symbols are extracted.
The solution is to use encoding, and one of the simplest encoding schemes
is differential phase encoding. In this scheme the information of the
modulated signal is contained in changes (differences) in phase rather than
in the absolute phase.

The 7/4-DQPSK modulation scheme is a differentially encoded form of
m/4-QPSK. The 7/4-DQPSK scheme incorporates the 7 /4-QPSK modulator
and an encoding scheme, as shown in Figure 1-18(a). The scheme is defined
with respect to its constellation diagram, shown in Figure 1-18(b) and
repeated in Figure 1-18(c) for clarity. The D indicates differential coding,
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Figure 1-18 A 7/4-DQPSK modulator consisting of (a) a differential phase encoder and a mw/4-QPSK
modulator; (b) constellation diagram of 7/4-DQPSK; and (c) a second example clarifying the information

is in the phase change rather than the phase state.

Table 1-2 Phase changes in a 7/4-DQPSK modulation scheme.

[ O | Be | Ar |
1 1 —3m/4
0 |1 |3m/4
0 0 /4
1 |0 | —n/4

while the 7/4 denotes the rotation of the constellation by 7/4 radians or
45° from one interval to the next. This can be explained by considering
Figure 1-18(a). A four-bit stream is divided into two quadrature nibbles of
two bits each. These nibbles independently control the I and ) encoding,
respectively, so that the allowable transitions rotate according to the last
transition. The information or data is in the phase transitions rather than the
constellation points themselves. The relationship between the symbol value
and the transition is given in Table 1-2. For example, the transitions shown in
Figure 1-19 for six successive time intervals describes the input bit sequence
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Figure 1-19 Constellation diagram of 7 /4-DQPSK modulation showing six symbol
intervals coding the bit sequence 000110110101.
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Figure 1-20 Details of digital modulation obtained using differential phase shift keying (7 /4-DQPSK):
(a) modulating waveform; (b) spectrum of the modulated carrier, with M denoting the main channel; and
(c) details of the spectrum of the modulated carrier focusing on the main channel.

000110110101. Its waveform and spectrum are shown in Figure 1-20. More
detail of the spectrum is shown in Figure 1-21. In practice with realistic filters
and allowing for the longer transitions, 7/4-DQPSK modulation achieves
1.62 bits/Hz, the same as 7/4-QPSK, but of course with greater resilience to
changes in the transmission path.

Sometimes a distinction is made between the transmitted symbols and the
encoded symbols. The encoded symbols already have the data represented
as transitions from one transmitted symbol to the next. Similar reference
is made to received symbols and decoded symbols. The received symbols
are the output of the 7/4-QPSK demodulator, while the decoded symbols
are the actual data extracted by comparing one received symbol with the
previous received symbol. The decoded symbol is extracted in the DSP unit.
In a differential scheme, the data transmitted are determined by comparing
a symbol with the previously received symbol, so the data are determined
from the change in phase of the carrier rather than the actual phase of the
carrier. This process of inferring the data actually sent from the received
symbols is called decoding. When 7/4-DQPSK encoding was introduced in
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Figure 1-21 Detailed spectrum of a 7/4-DQPSK signal showing the main channel
and lower and upper adjacent channels.

the early 1990s the DSP available for a mobile handset had only just reached
sufficient complexity. Today, encoding is used with all digital radio systems
and is more sophisticated than just the differential scheme of DQPSK. There
are new ways to handle carrier phase ambiguity. The sophistication of
modern coding schemes is beyond the hardware-centric theme of this book.

1.4.9 Offset Quadrature Shift Keying, OQPSK

The Offset Quadrature Phase Shift Keying (OQPSK) modulation scheme
avoids 1@ transitions passing through the origin on the constellation
diagram (see Figure 1-23(a)). As in all QPSK schemes, there are two bits per
symbol, but now one bit is used to directly modulate the RF signal, whereas
the other bit is delayed by half a symbol period, as shown in Figure 1-22. The
maximum phase change for a bit transition is 90°, and as the /x and Q k are
delayed, a total phase change of approximately 180° is possible during one
symbol. The constellation diagram is shown in Figure 1-23(a).

The OQPSK modulator can be implemented using relatively simple
electronics with a digital delay circuit delaying the @ bit by half a symbol
period and lowpass filters shaping the I and () bits. The OQPSK scheme
is also called Staggered Quadrature Phase Shift Keying (SQPSK). Better
performance can be obtained by using DSP to shape the I and @) transitions
so that they change smoothly and the phasor trajectory nearly follows a
circle. Consequently I and () change together, but in such a manner that the
PAR is maintained close to 0 dB. Two modulation techniques that implement
this are the Shaped Offset QPSK (SOQPSK) and the Feher QPSK (FQPSK)
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Figure 1-23 Constellation diagrams for various modulation formats: (a) OQPSK; (b) GMSK; (c) 16QAM;
(d) SOQPSK (also FOQPSK); and (e) SBPSK.
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schemes. The constellation diagrams for SOQPSK and FQPSK are shown
in Figure 1-23(d). These are constant envelope digital modulation schemes.
As with OQPSK, the @ bit is delayed by one-half of a symbol period. The
I and @ baseband signals are shaped by a half-sine filter. The advantage
is that saturating amplifier designs can be used and battery life extended.
There is a similar modulation format called Shaped Binary Phase Shift
Keying (SBPSK) which, as expected, has two constellation points as
shown in Figure 1-23(e). SOQPSK, FOQPSK, and SBPSK are Continuous
Phase Modulation (CPM) schemes, as the phase never changes abruptly.
Instead, the phase changes smoothly, achieving high spectral efficiency and
maintaining a constant envelope. Implementation of the receiver, however,
is complex. CPM schemes have a good immunity to interference.

EXAMPLE 1. 4 OQPSK Modulation

Draw the constellation diagrams for the bit sequence 010010100110 using OQPSK
modulation. With @) delayed by half a bit.

Solution:

The bit sequence is first separated into the parallel stream 01-00-10-10-01-10. The
I bit changes first, followed by the @ bit delayed by half of the time of a bit. Five
constellation diagrams are required to show the transitions. These are shown in
Figure 1-24.

1.4.10 Gaussian Minimum Shift Keying, GMSK

Gaussian Minimum Shift Keying (GMSK) is the modulation scheme
used in the GSM cellular wireless system and is a variant of MSK with
waveform shaping coming from a Gaussian lowpass filter. It is a type of FSK
modulation and can be implemented with the same hardware, generally
using a PLL.

GMSK modulation is also used in the Digital European Cordless Tele-
phone (DECT) standard. The spectral efficiency of GMSK as implemented
in the GSM system (it depends slightly on the Gaussian filter parameters) is
1.35 bits/s/Hz (1.35 b-s~1-Hz!). Unfiltered MSK has a constant RF enve-
lope, and so the linear amplification requirement is reduced. Filtering is re-
quired to limit spectral spreading—in GMSK this results in amplitude varia-
tions of about 30%. However, this is still very good, so one of the fundamen-
tal advantages of this modulation scheme is that nonlinear, power-efficient
amplification can be used. GMSK is essentially a digital implementation of
FM with a binary change in the frequency of modulation. The switch from
one modulation frequency to the other is timed to occur at zero phase. Put
another way, the input bitstream is shaped to form half sinusoids for each
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Figure 1-24 Constellation diagram of OQPSK modulation for the bit sequence 010010100110.

bit of the input stream. The phase of the modulating signal is always con-
tinuous, but at the zero crossings the half sinusoid continues as a positive
or negative half sinusoid depending on the next bit in the input stream.
The constellation diagram for GMSK (Figure 1-23(b)) is similar to that for
QPSK, but on decoding, the information is not in the phase, but the fre-
quency. So GMSK is an FSK scheme and can be implemented using tradi-
tional frequency modulation and demodulation methods.

While QPSK schemes can transmit more data in a given channel
bandwidth, GMSK (and other FSK techniques) have the advantage that
implementation of the baseband and RF hardware is simpler. A GMSK
transmitter can use conventional frequency modulation. On receive, an
FM discriminator can be used, avoiding the more complex I and @
demodulation. In GMSK modulation, a data stream is passed through a
Gaussian filter and the filtered response drives an FM modulator with the
FM deviation set to one-half of the data rate. For example, an 8000 bits/s
GMSK data stream is modulated onto an RF carrier with a peak deviation
of 4 kHz or £2 kHz. One type of MSK and GMSK modulator is shown in
Figure 1-25.

Most GSM phones input the baseband signal to a PLL to implement
frequency modulation. The output of the PLL is input to a power amplifier.
This amplifier can be quite efficient, as amplitude distortion is not a concern.



MODULATION, TRANSMITTERS, AND RECEIVERS

33

—{ cos((t)) @-@—aﬂ

SES'II'ARLEBAII\; WAVEFORM a(t) <+
SHAPING () ’ ) > 5(1)

L sin(a(t))

qo<=" bO
Q

Figure 1-25 Block diagram of an MSK modulator.

1.4.11 37/8-8PSK, Rotating Eight-State Phase Shift Keying

The 37/8-8PSK modulation scheme is similar to 7/4-DQPSK in the sense
that rotation of the constellation occurs from one time interval to the next.
This time, however, the rotation of the constellation from one symbol to
the next is 37/8. This modulation scheme is used in the Enhanced Data
Rates for GSM Evolution (EDGE) system, and provides 3 bits per symbol
(ideally) compared to GMSK used in GSM which has 2 bits per symbol.
GSM/EDGE provides data transmission of up to 128 kbps, faster than the
48 kbps possible with GSM.

Quadrature modulation schemes with four states, such as QPSK, have
two I states and two () states that can be established by lowpass filtering
the I and @ bitstreams. For higher-order modulation schemes such as 8PSK,
this approach will not work. Instead, I(¢) and Q(t) are established in the DSP
unit and then converted using a DAC to generate the analog signals applied
to the hardware modulator. Alternatively the modulated signal is created
directly in the DSP and a DAC converts this to an IF and a hardware mixer
up-converts this to RE. This approach is required in multimode phones
supporting multiple standards.

1.4.12 Quadrature Amplitude Modulation, QAM

The digital modulation schemes described so far modulate the phase or
frequency of a carrier to convey binary data and the constellation points
lie on a circle of constant amplitude. The effect of this is to provide
some immunity to amplitude changes to the signal. However, much more
information can be transmitted if the amplitude is varied as well as the
phase. With sophisticated signal processing it is possible to reliably use
Quadrature Amplitude Modulation (QAM). In particular, it is necessary
to characterize the channel. In wired and Line-Of-Sight (LOS) systems,
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Table 1-3 Spectral efficiencies of various modulation formats. The maximum
spectral efficiencies obtained by modulation schemes alone (e.g., BPSK, BFSK, 64-
QAM, 256-QAM) result in broad spectra, while actual system implementations
achieve less. For example, spectral efficiencies achieved for actual systems are less
in an effort to manage bandwidth.

Modulation | bits/s/Hz |
BPSK (ideal) 1

BFSK (ideal) 1

QPSK (ideal) 2

GMSK 1.35

7 /4-DQPSK 1.63

37 /8-8PSK 2.7
64-QAM (ideal) 6

256-QAM (ideal) 8

256-QAM (satellite cable TV) | 6.33

the channel changes slowly. However, in non-LOS wireless systems, it is
necessary to incorporate a pilot code or pilot signal with the data so that the
characteristics of the channel can be continually updated.

A 16-state rectangular QAM constellation is shown in Figure 1-23(c). This
constellation can be produced by separately amplitude modulating an I
carrier and a @) carrier. Both carriers have the same frequency but are 90°
out of phase. The two carriers are then combined, with the result that the
fixed carrier is suppressed. The most common form of QAM is square
QAM, or rectangular QAM with an equal number of I and @ states. The
most common forms are 16-QAM, 64-QAM, 128-QAM, and 256-QAM. The
constellation points are closer together with high-order QAM and so are
more susceptible to noise and other interference. Thus high-order QAM can
deliver more data, but less reliably, than can lower-order QAM.

The constellation in QAM can be constructed in many ways, and while
rectangular QAM is the most common form, nonrectangular schemes exist;
for example, having two PSK schemes at two different amplitude levels.
While there are minor advantages to such schemes, square QAM is generally
preferred, as it requires simpler modulation and demodulation. The rapid
fading in a mobile environment has a bigger impact on amplitude than on
phase. As a result, PSK schemes have fewer errors than QAM schemes in
mobile use.

1.4.13 Digital Modulation Summary

The spectral efficiencies of various digital modulation schemes are
summarized in Table 1-3.
For example, in 1 kHz of bandwidth the 37/8-8PSK scheme (supported in
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third-generation cellular) transmits 2700 bits. Digital transmission requires
greater bandwidth than does analog modulation for transmission of the
same amount of information that was originally analog (e.g., voice).
However, digital modulation is essential for data, and digital modulation
is also advantageous for voice. Direct digitization of an audio waveform
for high-quality reproduction requires 8 bits of resolution captured at a
sample rate of 8000 samples/s for a total 64 kbps (64000 bits/s). The
appeal of digital modulation for audio is directly related to the reduction
of bit rate accomplished by speech-coding algorithms. Acceptable speech
is achieved with bit rates of 3.8 kbps and higher. (The measure of speech
quality is purely subjective.) The speech coding algorithms achieve bit rate
reduction by utilizing the characteristics of human hearing. There is a lot
of redundancy in speech, but this is not used specifically. Human hearing
responds to time-varying spectral content, and the unique characteristic is
that the statistics of the signal, the autocorrelation functions, and higher-
order moments, can be captured at low resolution. The spectrum of the
signal can be adequately reconstructed from these statistics.* In a typical
speech-coding algorithm implemented in a codec, units of 160 samples are
characterized by just a few autocorrelation and related parameters. These
parameters generally do not require many bits to enable fully intelligible
speech to be synthesized, so that a reduction factor of 8 or even 16 in the bit
rate is achieved.

The spectral efficiencies shown in Table 1-3 are sometimes less than the
ideal. QPSK ideally conveys 2 bits per symbol, but in a communication
system, lowpass filtering at baseband is required to constrain the spectrum
of the RF-modulated signal. It is clear that an ideal filter cannot be realized,
and this, in part, limits the achievable spectral efficiency. A more significant
limitation can be understood by considering the constellation diagram of
actual schemes, such as those shown in Figure 1-23. Now consider that the
constellation diagrams are equivalent to phasor diagrams (which they are
in first- and second-generation radio). With the same baseband bandwidth
it will take different times for the phasor to make the transition from one
symbol to the next; longer transitions require more bandwidth than do
shorter transitions. As a result, the spectrum efficiency will be less than the
ideal. So in a QPSK-like scheme, 2 bits per symbol are achievable, but in
practice, a symbol requires more than the minimum of 1 Hz of bandwidth.
Also, with QAM, some of the outlying constellation points at the corners of
the constellation cube (high I and @) are not used.

4 Moments themselves are not transmitted, however. Residuals are transmitted from which
the time-varying moments and spectra can be reconstructed. Note that the first moment of
a signal is its mean, the second-order moment is the signal’s standard deviation, etc.
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Figure 1-26 Adjacent channels and overlap in the AMPS and DAMPS cellular
systems.

1.5 Interference and Distortion
1.5.1 Cochannel Interference

The minimum signal detectable in conventional wireless systems is
determined by the Signal-to-Interference Ratio (SIR) at the input. The noise
is due to background noise sources, including galactic noise and thermal
noise. In cellular wireless systems, the minimum signal detectable is also
determined by the SIR, but now the dominant interference is due to other
transmitters in the cell and adjacent cells. The noise that is produced in
the signal band from other transmitters operating at the same frequency
is called cochannel interference. The level of cochannel interference is
dependent on cell placement and frequency reuse patterns. The degree to
which cochannel interference can be controlled has a large effect on system
capacity.

Control of cochannel interference is largely achieved by controlling the
power levels at the base station and at the mobile units. Factors affecting
interference are (a) the signal power falling off quickly with distance, and
(b) the transmitted power being reduced to the minimum acceptable SIR.
Cochannel interference is not a nonlinear affect and is addressed using cell
placement.

1.5.2 Adjacent Channel Interference

Adjacent channel interference is the result of several factors. Since ideal
filtering cannot be achieved, there is inherent overlap of neighboring
channels (Figure 1-26). For this reason, adjacent channels are assigned
to different cells. The nonlinear behavior of transmitters also contributes
to adjacent channel interference. Thus characterization of nonlinear
phenomena is important in RF design. Adjacent channel interference occurs
with both digitally-modulated and analog modulated RF signals. It turns
out that conventional design approaches can be used to control and predict
adjacent channel interference for analog modulated signals, but there is as
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Figure 1-27 Definition of adjacent channel and main channel integration limits
using a typical DAMPS spectrum as an example.

yet not a good design practice for digitally-modulated signals.

The spectrum of a DAMPS signal is shown in Figure 1-27. The signal
between frequencies f; and f> is due to the digital modulation scheme and
filtering. Most of the signal outside this region is due to nonlinear effects
which result in what is called spectral regrowth, a process similar to third-
and fifth-order intermodulation in two-tone systems. Using the frequency
limits defined in Figure 1-27, the lower channel ACPR is defined as

Power in lower adjacent channel

ACPRADJ,LOWER = - .
© Power in main channel

[ x
- L (1.20)

S X (s
where X (f) is the RF signal spectral power density.

1.5.3 Noise, Distortion, and Constellation Diagrams

Noise and nonlinear distortion affect the received constellation diagram
and the ability to demodulate signals. Noise is mostly introduced from the
environment, particularly from other radios, but the noise introduced by
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Figure 1-28 Impact of signal impairments on the constellation diagram of QPSK: (a) amplitude
distortion; (b) phase distortion; and (c) noise.

the RF hardware itself is significant when the signal received is close to
the minimum detectable signal. These distortion effects can be described
in part by their effect on constellation diagrams (see Figure 1-28). An
additional impact is impairment introduced in adjacent channels. It should
be emphasized that the constellation diagram shows the state of the system
at the sampling instant that is determined by the recovered clock. Errors in
recovering the clock further distort the constellation diagram.

1.5.4 Error Vector Magnitude

The Error Vector Magnitude (EVM) specifies the accuracy of the waveform
at the sampling instances and so is directly related to the bit error rate
in a digital modulation scheme. The EVM captures the combined effect of
amplifier nonlinearities, amplitude and phase imbalances of separate / and
@ signal paths, in-band amplitude ripple (e.g., due to filters), noise, carrier
suppression, image rejection, and DAC inaccuracies.

The EVM is a measure of the departure of a sampled phasor from the ideal
phasor located at the constellation point (see Figure 1-29(a)). Introducing an
error vector, Xeror, and a reference vector, X,eference, Which points to the
ideal constellation point, the EVM is defined as the ratio of the magnitude
of the error vector to the reference vector so that

|Xcrror|

EVM = .
|Xreference|

(1.21)

Expressing the error and reference in terms of the powers Puor and
Pcterence, Tespectively, enables EVM to be expressed as

Perror

Prcfcrcncc

EVM = : (1.22)
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Figure 1-29 Partial constellation diagram showing quantities used in calculating EVM: (a) definition of
error and reference signals; and (b) error quantities used when constellation points have different powers.

in decibels,

Perror |Xerror| .

EVM(dB) = 10log,, = = 20log;, X K (1.23)
reference reference
or as a percentage,
Xcrror
EVM(%) = — % 100% . (1.24)
reference

If the modulation format results in constellation points having different
powers, the constellation point with the highest power is used as the
reference and the error at each constellation point is averaged. With
reference to Figure 1-29, and with N constellation points,

LN (AT + AQ?
EVM — \/N i=1 (X21 +AQ7) (1.25)

max

where | Xhax| is the magnitude of the reference vector to the most distant
constellation point, and Al; and AQ); are the I and @ offsets of the actual
constellation point and the ideal constellation point.
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A similar measure of signal quality is the Modulation Error Ratio (MER),
a measure of the average signal power to the average error power. In
decibels it is defined as

%Zivzl (112 + Qf) —10lo =N, (112 + Qf)
ISN (A2 + AQ?) EIN (A7 + AQE)
(1.26)

MER(dB) = 10log

The advantage of the MER is that it relates directly to the SNR.

Another quantity that is related to both the EVM and MER concepts
is the implementation margin, %k, described in Section 1.4.5 on Page
23. The implementation margin is a measure of the performance of
particular hardware. The required EVM can be estimated from the hardware
implementation margin:

k
EVMequired = |/ oo . 1.27
VMrequired SNR - PAR (1.27)

All quantities above are absolute. In terms of decibels,

EVMdb, required — kdB - SNRdB - PARdB . (128)

1.6 Early Receiver Technology

In this section, historical receivers are considered first, in part because the
terms associated with the early receivers are still used, but also because the
early trade-offs influence the architectures used today. Today receivers use
DSP technology, very stable LOs, and sophisticated clock recovery schemes.
This was not always so. One of the early problems was using an LO to
demodulate a signal when transmitter oscillators drifted by many kilohertz.
Radio at first used AM and the carrier was sent with the information-
carrying sidebands. With this signal, a simple rectifier circuit connected
to a bandpass filter could be used, but the reception was poor. A crystal
rectifier consists of a single diode with filters. To improve performance
it was necessary to lock an oscillator to the carrier and then amplify the
received signal. Here some of the early schemes that addressed some of the
problems are discussed. There were many more variants, but the discussion
covers the essential ideas.

1.6.1 Heterodyne Receiver

The heterodyning principle mixes a single-tone signal, the LO, with a finite
bandwidth signal to produce a lower-frequency version of the information-
bearing signal. With the LO frequency set appropriately, the low-frequency
signal would be in the audio range. If the information-bearing signal is
an AM signal, then the low-frequency version of the signal is the original
audio signal, which is the envelope of the AM signal. This type of receiver is
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Figure 1-30 The Colebrook’s original homodyne receiver: (a) circuit with an
antenna, tunable bandpass filter, and triode amplifier; and (b) triode vacuum tube.

called a tuned radio frequency (TRF) receiver, and performance is critically
dependent on the stability of the LO and the selectivity of the receive filter.
The TRF receiver required the user to adjust a tunable capacitor so that, with
a fixed inductor, a tunable bandpass filter was created. Such a filter has a
limited Q° and a bandwidth that is wider than the bandwidth of the radio
channel. Even worse, a user had to adjust both the frequency of the bandpass
filter and the frequency of the LO. The initial radios based on this principle
were called audions, used a triode vacuum tube, and have been in use since
1906. They were an improvement on the crystal detectors, but there was a
need for something better.

1.6.2 Homodyne Receiver

The homodyne [7], syncrodyne (for synchronous heterodyne) [8], and au-
todyne (for automatic heterodyne) circuits were the needed improvements
on the audion and are based on the regenerative circuit invented by Edwin
Armstrong in 1912 while he was an electrical engineering student at New
York City’s Columbia University [9]. Armstrong’s circuit fed the input sig-
nal into an amplifying circuit and a portion of this signal was coupled back
into the input circuit so that the signal was amplified over and over again.
This is a positive feedback amplifier. A small input RF signal was ampli-
fied to such a large extent that it resulted in the amplifying circuit becoming
nonlinear and consequently it rectified the amplitude modulated RF signal.
Colebrook used this principle and developed the original homodyne re-
ceiver shown in Figure 1-30(a). This serves to illustrate the operation of the
family of regenerative receivers. The antenna shown on the left-hand side is
part of a resonant circuit that is in the feedback path of a triode oscillator.
The triode vacuum tube is annotated in Figure 1-30(b). Here the grid coils

5 @ is the quality factor and is the ratio of the energy stored to the energy resistively lost
each cycle. Good frequency selectively in a filter requires high-Q components. Tunable
components have lower Qs than fixed components.
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(which control the flow of carriers between the bottom cathode® and top an-
ode) are weakly coupled to the anode circuit. When an AC signal appears at
the top anode, the part within the passband of the tuned circuit is fed back
to the grid and the signal reinforced. The radio signals of the day were AM
and had a relatively large carrier, so the oscillator tended to lock on to the
carrier. The AM sidebands were then successfully heterodyned down to the
desired audio frequencies.

The autodyne worked on a slightly different principle in that the
oscillation frequency was tuned to a slightly different frequency from the
carrier. Still, the autodyne combined the functions of an oscillator and
detector in the same circuit.

1.6.3 Superheterodyne Receiver

The superheterodyne receiver was invented by Edwin Armstrong in 1918
[10]. The key concept was to heterodyne down in two stages and to use
fixed filters and use a tunable LO. The receiving antenna was connected
to a bandpass filter that allowed several channels to pass. This relaxed the
demands on the receive filter, but also filters with higher selectivity could be
constructed if they did not need to be tuned. Today we use high-order filters
that are manually or machine tuned, as manufacturing tolerances do not
allow high-Q high-order filters to be manufactured unmodified. The filtered
received signal is then mixed with an offset LO to produce what is called a
supersonic signal—a signal above the audio range—and hence the name of
this architecture. The performance of the superheterodyne (or super HET)
receive architecture has only recently been achieved at cellular frequencies
using direct conversion architecture requiring large-scale integrated (and
hence silicon) circuits. However, the superheterodyne architecture is still
superior above about 6 GHz.

1.7 Modern Transmitter Architectures

Modern transmitters maximize both spectral efficiency and electrical
efficiency. Spectral efficiency is achieved by suppressing the carrier
on transmit and transmitting a single sideband. The classic technique
for achieving this is quadrature modulation, described in the next
section. Electrical efficiency must be achieved with tight specifications on
allowable distortion and designs must achieve this with minimum manual
adjustments. Electrical efficiency has resulted in compound semiconductor
transistors, including GaAs HBTs and pHEMTS, mostly preferred for
cellular handsets. For base station and point-to-point applications Si
LDMOS is the dominant technology below a few gigahertz, with high-

®  The cathode is heated (the heater circuit is not shown) and electrons are spontaneously
emitted in a process called thermionic emission.
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Figure 1-31 Quadrature modulator, showing intermediate spectra.

breakdown gallium nitride (GaN) FETs being introduced. Another trend
is the development of universal amplifier concepts so that the same
RF front end can be used for a number of different applications.
Multifunctional capability is a cost driving transmitter architectures to
minimize the RF analog hardware. The discussion here focuses on
narrowband communications when the modulated RF carrier can be
considered as a slowly varying RF phasor.

1.7.1 Quadrature Modulation

Quadrature modulation describes the frequency conversion process in that
the real and imaginary parts of the RF phasor are varied separately. A
subsystem that implements quadrature modulation is shown in Figure 1-
31. This is quite an ingenious circuit. The operation of this subsystem is
described by what is known as the generalized quadrature modulation
equation:

s(t) = i(t) cos [wet + @i (t)] + q(t) sin [wet + pq(t)] - (1.29)

Here, i(t) and ¢(t) embody the particular modulation rule for amplitude,
©i(t) and ¢4(t) embody the particular modulation rule for phase, and w, is
the carrier radian frequency. In terms of the signals identified in Figure 1-31,
the quadrature modulation equation can be written as

s(t) =a(t) + b(t) (1.30)

a(t) =i(t) cos [wet + @;(t)] (1.31)
b(t) =q(t) sin [wet 4 04 (1)] (1.32)
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where a(t) describes the output of the mixer at the top and b(t) describes
the output of the mixer on the bottom. The spectrum of a(t) as shown in
Figure 1-31 has two bands above and below the frequency of the carrier, w.
Similarly the spectrum of b(t) has two bands above and below the frequency
of the carrier. However, there is a difference. The LO (here designated as
the voltage-controlled oscillator (VCO) is shifted 90° (perhaps using an
RC delay line) so that the frequency components of b(t) have a different
phase relationship to the carrier than those of a(t). When a(t) and b(t)
are combined, the carrier content is canceled, as is one of the sidebands.
This is exactly what is desired: the carrier should not be transmitted,
as it contains no information. Also, it is desirable to transmit only one
sideband, as it contains all of the information in the modulating signal. This
type of modulation is called suppressed carrier single-sideband (SCSS)
modulation. The actual characteristics depend on the particular forms of
i(t), q(t), i(t), and ¢4(t), and these define the modulation schemes. Only
a few have the optimum properties of a well-defined spectrum with steep
sidewalls so that adjacent channels can be closely packed. In the next section
frequency modulation is used to demonstrate SCSS operation. In digital
modulation, i(t) and ¢(t) are each derived from a bitstream, perhaps simply
by filtering a binary waveform.

1.7.2 Frequency Modulation

Frequency modulation is considered here to demonstrate SCSS operation.
Let i(t) and ¢(t) be finite bandwidth signals centered at radian frequency
wm with (¢q(t) — ¢i(t)) being 90° on average. This is shown in Figure 1-
31, where w,, represents the frequency components of i(t) and ¢(¢). With
reference to Figure 1-31, and setting ¢;(t) = 0 = ¢,(¢),

i(t) = cos(wmt) and ¢(t) = —sin(wmt) , (1.33)
and the general quadrature modulation equation, Equation (1.29), becomes
s(t) = i(t) cos (wet) + q(t) sin (wet) = a(t) + b(t) ,

where )
a(t) = 3 {cos[(we — wm)t] + cos[(we + wm )t]} (1.34)

and )
b(t) = B {cos[(we + wm)t] — cos|[(we — wm)t]} - (1.35)

So the combined frequency modulated signal at the output is
s(t) = a(t) + b(t) = cos[(we + wm)t] , (1.36)

and as well as the carrier and lower sideband are suppressed. The lower
sideband, cos[(w. — wp,)t], is also referred to as the image. In modulators
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Figure 1-32 Polar modulator architectures: (a) amplitude and phase modulated
components amplified separately and combined; and (b) the amplitude used to
modulate a power supply driving a saturating amplifier with phase modulated
input.

it is important to suppress this image and in demodulators it is important
that undesired signals at the image frequency not be converted along with
desired signals .

1.7.3 Polar Modulation

Polar modulation is a relatively new modulation scheme for impressing
information on a carrier. In polar modulation, the i(¢) and ¢(t) quadrature
signals are converted to polar form as amplitude A(t) and phase ¢(t)
components. This is either done in the DSP unit or, if a modulated RF carrier
is all that is provided, using an envelope detector to extract A(t) and a
limiter to extract the phase information corresponding to ¢(t). Two polar
modulator architectures are shown in Figure 1-32. In the first architecture,
Figure 1-32(a), A(t) and ¢(t) are available and A(¢) is used to amplitude
modulate the RF carrier, which is then amplified by a Power Amplifier (PA).
The phase signal, ¢(¢), is the input to a phase modulator implemented as a
PLL. The output of the PLL is fed to an efficient (i.e., nonlinear) amplifier
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Figure 1-33  Architecture of a direct conversion transmitter.

operating near saturation (also called a saturating amplifier). The outputs
of the two amplifiers are combined to obtain the large modulated RF signal
to be transmitted.

In the second polar modulation architecture, Figure 1-32(b), a low-
power modulated RF signal is decomposed into its amplitude and phase
modulated components. The phase component, ¢(t), is extracted using a
limiter which produces a pulse-like waveform with the same zero crossings
as the modulated RF signal. Thus the phase of the RF signal is captured. This
is then fed to a saturating amplifier whose gain is controlled by the carrier
envelope, or A(t). Specifically, A(t) is extracted using an envelope detector,
with a simple implementation being a rectifier followed by a lowpass filter
with a corner frequency equal to the bandwidth of the modulation. A(t)
then drives a switching (and hence efficient) power supply that drives
the saturating power amplifier. Polar modulation is finding application
in the Universal Mobile Telecommunications System (UMTS), as the
8PSK modulation used in UMTS results in low efficiency if direct power
amplification of a modulated carrier is used.

1.7.4 Direct Conversion Modulation

The transmitted signal has a controlled spectral content, being just a single
channel. Issues such as image rejection and interferers are not problems.
A direct conversion transmitter generates the RF signal directly without
an IF stage using the architecture shown in Figure 1-33. Here, the transmit
modem first produces I and () baseband signals from the data. This is then
translated directly to RF via a quadrature modulator and then amplified
by a PA. Practically, the nonlinearities of the PA must be linearized using
predistortion, and quadrature modulation errors must be accounted for in
a quadrature modulation corrector. The transmit modem, the predistorter,
and the quadrature modulation corrector can be combined in a DSP, so
considerable complexity is shifted to the DSP chip. Errors are associated
with mismatches of the ADC and of the analog circuit paths of the separate
I and @ paths. Noise-shaping techniques implemented in a DSP have been
developed to shift noise outside the bandwidth of the generated signal.
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1.8 Modern Receiver Architectures

Communication receivers most commonly use mixing of the RF signal with
a fixed signal called an LO to produce a lower-frequency replica of the
modulated RF signal. Some receiver architectures use one stage of mixing,
while others use two stages of mixing. In cellular systems, the receiver
must be sensitive enough to detect signals of 1 pW or less. Some of the
architectures used in modern receivers are shown in Figure 1-34. Figure
1-34(a) is the superheterodyne architecture in much the same form that it
has been used for almost a century. Key features of this architecture are
that there are two stages of mixing, and filtering is required to suppress
spurious mixing products. Each mixing stage has its own VCO. The receiver
progressively reduces the frequency of the information-bearing signal. The
image rejection mixer in the dashed box achieves rejection of the image
frequency to produce an IF (or baseband frequency) that can be directly
sampled. It is, however, difficult to achieve the required amplitude and
phase balance, especially when the image reject filter is realized on an IC.
Instead, the architecture shown in Figure 1-34(b) is used. The filter between
the two mixers can be quite large. For example, if the incoming signal is
1 GHz, the frequency of the signal after the first mixer could be 100 MHz.

Filters are smaller and have higher performance at higher frequencies.
This is exploited in the dual-conversion receiver shown in Figure 1-34(c).
This is similar to the traditional superheterodyne architecture except that
the IF between the two mixers is high. In the previous example it could be
3 GHz. This architecture also enables broad radio operation with the band
selected by choosing the frequencies of the two local oscillators.

The Low-IF or Zero-IF receiver shown in Figure 1-34(d) uses less
hardware and is common in less demanding communication applications.
In high-performance systems, such as the cellular phone system, this
archiecture requires more design time and generally calibration circuitry to
trim the I and Q paths so that they are closely matched.

1.8.1 Homodyne Frequency Conversion

Homodyne mixing and detection is one of the earliest wireless receiver
technologies and is used in AM radio. Homodyne mixing can be used
for detecting modulation formats other than AM, including digitally-
modulated signals, and is a particularly attractive architecture for
monolithically integrated circuits. In homodyne mixing, the carrier of
a modulated signal is regenerated and synchronized in phase with the
incoming carrier frequency. Mixing the carrier with the RF signal results in
an IF signal centered around zero frequency. The only simple way to ensure
that the LO or pump is in phase is to transmit the carrier with the RF signal.
AM transmission does just this, but at the cost of transmitting large carrier
power, as well as the additional prospect of interference that goes along with
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Figure 1-34 Architecture of modern receivers: (a) superheterodyne receiver using the Hartley
architecture for image rejection; (b) superheterodyne receiver; (c) dual-conversion receiver; low-IF or
zero-IF receiver. PBF, bandpass filter; LPE, lowpass filter; ADC, analog-to-digital converter; VCO, voltage-
controlled oscillator; 90, 90° phase shifter; I, in-phase component, Q, quadrature component; fuicu, fMED,
and frow indicate relatively high, medium, and low frequencies in the corresponding section of the
receiver.
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Figure 1-35 Frequency conversion using homodyne mixing: (a) the spectrum
with a large LO or pump; and (b) the baseband spectrum showing only positive
frequencies.

this. Homodyne mixing can be used with digitally-modulated signals.

Signal spectra that result in homodyne mixing are shown in Figure 1-
35. In Figure 1-35(a), the RF signals are shown on the right-hand side
and the baseband signals are shown on the left-hand side. It is usual to
show both positive and negative frequencies at the lower frequencies so
that the conversion process is more easily illustrated. The characteristic of
homodyne mixing is that the pump corresponds to the carrier and is in
the middle of the desired RF channel. RF signal components mix with the
pump, and it appears that the entire RF spectrum is down-shifted around
DC. Of course, the actual baseband spectrum (the term for the lowest-
frequency signals) is only defined for positive frequencies, so the negative
frequency baseband signals and the positive frequency baseband signals
add to yield the baseband spectrum shown in Figure 1-35(c). With other
modulation schemes, this loss of information is avoided using quadrature
demodulation. An amplitude modulated signal has identical modulation
sidebands, so the collapsing of positive and negative frequencies at
baseband results in no loss of information. Then simple amplitude detection
circuitry, such as a rectifier, is used and the rectified signal is passed directly
to a speaker.

1.8.2 Heterodyne Frequency Conversion

In heterodyne mixing, the pump and the main RF channel are separated in
frequency, as shown in Figure 1-36. In this figure the RF signals (shown as
three discrete channels on the right-hand side of the spectrum) mix with the
pump signal to produce signals at a lower frequency. This lower frequency is
usually not the final baseband frequency desired, and so is called the IE. The
intermediate frequency of the main channel is at the difference frequency of
the RF signal and the pump. The pump must be locally generated, and so
is called the LO signal. There are several important refinements to this. The
first of these is concerned with limiting the number of signals that can mix
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Figure 1-36 Frequency conversion using superheterodyne mixing: (a) the pump is
offset from the main channel producing a down-converted channel at the IF; and
(b) a second pump down-converts the main channel, now at the IF, to the baseband
frequency.

with the pump signal. This is done using an RF preselect filter, resulting in
the spectrum shown in Figure 1-37(b). The important characteristic is that
the signals at frequencies below the pump have been suppressed, however,
the image channel is still of concern. To see the difficulties introduced by
the image channel, consider the frequency conversion to baseband process
described in Figure 1-38. The RF spectrum after RF preselect filtering is
shown in Figure 1-38(a) and the baseband (or IF) spectrum is shown in
Figure 1-38(b). Again, positive and negative frequencies are used to better
illustrate the down-conversion process. Note the down-converted image
and the main channel are equidistant from DC. So referring the signals to
a positive-frequency-only spectrum (Figure 1-38(c)), it can be seen that the
image channel interferes with the main channel. In the worst-case scenario,
the IF image could be larger than that of the desired channel. Fortunately
there is a circuit fix that compensates for this.

The block diagrams of the circuits that correct this image problem are
shown in Figures 1-39(a) and 1-39(b) for both transmit and receive functions.
For now, consider the quadrature receiver shown in Figure 1-39(a). Shown
here is an antenna that takes in the RF signal, and the RF preselect function
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Figure 1-37 Frequency conversion using heterodyne mixing showing the use of an
RF preselect filter to reduce the image signal.

is performed by a BPFE. This signal is initially amplified (usually), split,
and applied equally to two mixers. In an ideal mixer, the two signals
are multiplied together. The mixers have pump (LO) signals that are 90°
out of phase (i.e., in quadrature) with each other and contain different
information. The phase relationships at the outputs of the two mixers have
very particular relationships with each other such that when I and @ are
added the image is eliminated, as shown in Figure 1-39(e). With digitally-
modulated signals, however, the I and @ waveforms are individually
sampled by ADCs.

Figure 1-39(c) shows the baseband spectrum at the I output of the
heterodyne receiver. Figure 1-39(d) shows the baseband spectrum at the
@ output of the heterodyne receiver. It also shows the negative frequency
components inverted. This is a shorthand way of saying that the negative
(image) frequency components are 180° out of phase with the down-
converted image components of the in-phase signal. However, the down-
converted main channel and neighbors are in phase in both spectra. Thus
the combination of the I and @ outputs suppresses the image signals from
baseband. Figure 1-39(e) illustrates the positive spectrum following the
summation of the I and () channels at the output of the heterodyne receiver.
Image rejection is key to all commonly used wireless communications
systems today:.

The quadrature transmitter shown in Figure 1-39(b) works almost
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Figure 1-38 Frequency conversion using heterodyne mixing showing the effect of
image distortion: (a) the RF spectrum following filtering using an RF preselect filter;
(b) the baseband down-converted signal showing positive and negative frequencies;
and (c) the single-sided baseband spectrum following IF filtering showing the
contamination of the final signal by the image signal.

identically, but in reverse. The I and () waveforms are each applied to
mixers, with one pumped by an LO and the other by the LO shifted by 90°.
The outputs of each mixer contain upper and lower sidebands on either side
of the LO (or carrier) frequency. When these are combined at the summing
node, one of the sidebands (called the image) is canceled and only a single
carrier is presented to the BPF and then radiated by the antenna. In QPSK
digitally-modulated systems, the I and @) waveforms are lowpass filtered
digital bitstreams.

Heterodyne systems implement signal processing such as filtering,
modulation and demodulation, and image rejection at RF and IF using hard-
to-integrate discrete components, leading to expense and limitations on
size reductions. Heterodyne architectures are regarded as approaching their
limit in size, integration, and fabrication cost. The primary issue in mixer
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Figure 1-39 Quadrature mixing: (a) receive modulator; and (b) transmit modulator. Frequency
conversion using heterodyne mixing and quadrature mixing: (c) the baseband spectrum at the I output
of the heterodyne receiver; (d) the baseband spectrum at the @ output; and (e) the positive spectrum
following the summation of the I and ) channels at the output of the heterodyne receiver.
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Figure 1-40 Frequency conversion using homodyne mixing and quadrature
mixing: (a) the baseband spectrum at the I output of the homodyne receiver; (b) the
baseband spectrum at the Q output of the homodyne receiver; and (c) the positive
spectrum following the summation of the I and Q channels at the output of the
homodyne receiver.

design is limited image rejection resulting from gain and phase mismatches
of the I (in-phase) and () (quadrature) paths.

1.8.3 Direct Conversion Receiver

Zero-IF direct conversion receivers are similar to quadrature homodyne
receivers with an LO signal placed at the center of the RF channel. The
difference is that in homodyne receivers, the phase of the carrier (i.e., the
phase of the LO) is precisely known, as the carrier is transmitted with the
signal. In virtually all RF transmission schemes (above a few megahertz)
the carrier is not transmitted. Thus in zero-IF direct conversion schemes, the
LO signal has inherent phase error with the original carrier. The important
characteristic is that there is only one level of mixing. The conversion process
is described in Figure 1-40. A particular advantage of direct conversion is
that the relatively large IF filters are eliminated. Thus the I and @ mixer
outputs are necessary, as the two sides of the RF spectrum contain different
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information, and there would be irreversible corruption if a scheme was not
available to extract the information in each of the sidebands.

The main nonideality of this design is the DC offset in the down-
converted spectrum. DC offset results mostly from self-mixing, or
rectification, of the LO. This DC offset can be much larger than the down-
converted signal itself, and because of the nonlinearities of baseband
amplification stages, either severely limits the dynamic range of the receiver
or places limitations on the modulation format that can be used. One way
of coping with the DC offset is to highpass filter the down-converted
signal, but highpass filtering requires a large passive component (e.g., a
series capacitor), at least to avoid dynamic range problems with active
filters. Highpass filtering the down-converted signal necessarily throws
away information in the signal spectrum, and it is only satisfactory to do
this if there is very little information around DC to begin with.

The primary design effort with zero-IF converters is overcoming the
DC offset problem, and to a lesser extent coping with jitter of the LO.
The primary LO noise of concern is close-in phase noise, which can be at
appreciable levels 100 kHz from the carrier. This noise is commonly referred
to as flicker noise, and increases rapidly as the offset from the carrier is
reduced. This is of concern in all conversion processes. However, one of the
properties of heterodyne mixing is that the RF signal is considerably offset
from the large phase noise region. Consequently the LO phase noise at the
frequency of the RF reduces the impact on the resulting offset IF signal. For
these reasons, heterodyne mixing provides higher performance than direct
conversion. Also, direct conversion receivers are difficult to implement for
8-state (8PSK etc.) and higher-order modulation.

In cellular wireless, the radio signals are spectrally efficient and the
spectrum is fairly constant across the channel. So the near-DC signals that
result from direct conversion have appreciable information content and
cannot be discarded so easily without significant distortion.

The main problems of zero-IF conversion in cellular radio applications
include the following;:

1. Spurious LO leakage. Retransmission of the LO is possible because
the LO is tuned precisely to the RF signal frequency and reverse
leakage through the RF path will radiate from the antenna. Spurious
LO transmission is severely regulated. The limit on this in-band LO
radiation is between —50 and —80 dBm. The problem is reduced
by using differential LOs and using multiple RF amplifier stages to
increase the reverse isolation between the mixer and the antenna.

2. Interferer leakage. A large RF interferer can leak through the RF
amplifier and enter the mixer through both the LO port as well as the
RF port. Mixing of these components results in DC offset.

3. Distortion. Direct conversion receivers are more sensitive to undesired
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signals than are heterodyne receivers. The nonlinearities of the
input mixers will rectify strong spurious RF signals to produce
output components around DC. This is the result of second-order
nonlinearities, and this effect can be suppressed through the use of
balanced RF circuits, which will have only odd-order nonlinearities.
This reduces the baseband signals that can result from large RF
interferers, but it is still possible to produce baseband distortions if
the RF interferer is large enough to produce third harmonics in the
mixer. The effect of this distortion can be largely eliminated through
the use of highpass filtering at the baseband, but this is not acceptable
for cellular radio signals. Heterodyne conversion is susceptible to
distortions resulting from odd-order nonlinearities, but in zero-IF
converters, second-order distortion is also a problem.

4. LO self-mixing. Mixing of the LO with itself will produce a DC
signal in the mixer output. This DC level may be many orders of
magnitude larger than the baseband signal itself, so it can desensitize
or saturate the baseband amplifier. DC offsets can also result from
circuit mismatch problems. The DC offset that results primarily from
LO self-mixing is the most significant problem in the use of zero-
IF architectures in cellular wireless. The DC offset can be reduced
through the use of balanced designs, but circuit mismatch errors still
result in very large DC offsets.

5. LO frequency error. A difference between the LO and the carrier will
cause the RF signal to be asymmetrically converted around DC.

6. Second-order distortion. Because of second-order distortion, second
harmonics of the signal can appear in the baseband. This is a
problem if the RF signal is large to begin with. This problem can be
circumvented by using designs that utilize differential signals.

7. 1/Q) mismatches. Mismatches of the I and @ paths also result in DC
offsets. These offsets, however, vary negligibly with time, and analog
or digital calibration techniques can be used to remove their effect.

The problem of DC offset is made worse because the DC level can vary
with time as the amplitude of the interferer varies, or the LO that leaks from
the antenna reflects off moving objects and is received as a time-varying
interferer itself.

1.8.4 Low-IF Receiver

In a low-IF receiver, single-stage heterodyne mixing is used to down-convert
the modulated RF carrier to a frequency just above DC, perhaps to a few
hundred kilohertz or a few megahertz, depending on the bandwidth of the



MODULATION, TRANSMITTERS, AND RECEIVERS

57

RF channel. In doing this, the DC offset problem of a direct conversion
receiver is avoided. The particular advantage of a low-IF receiver is that
it can be used with higher-order modulation formats (8PSK and higher).
It does, however, require a higher-performance ADC than does a direct
conversion receiver.

1.8.5 Subsampling Analog-to-Digital Conversion

Subsampling receivers overcome the DC offset problem typical of other
direct conversion receivers. The idea is to sample the modulated RF signal
using an exact subharmonic of the carrier of the RF signal to be converted.
The sampling rate must be at least twice the bandwidth of the baseband
signal and the track-mode bandwidth must be greater than the carrier
frequency. Thus the sampling aperture is the critical parameter and must
be several times smaller than the period of the carrier. Fortunately the
aperture times of CMOS tracking circuits are adequate. It is critical that
an RF preselect filter be used to eliminate unwanted interferers and noise
outside the communication band. Aliasing of signals outside the Nyquist
bandwidth onto the baseband signal is a consequence of subsampling.
Adjacent channel signals are converted without aliasing, but these will lie
outside the bandwidth of the baseband signal. Flicker noise on the sampling
clock is multiplied by the subsampling ratio and appears as additional noise
in baseband.

1.8.6 First IF-to-Baseband Conversion

In a superheterodyne conversion architecture there are two heterodyne
stages, with the IF of the first stage in the range of 20 to 200 MHz. The
assignment of frequencies is known as frequency planning, and this is
treated as proprietary by the major radio vendors. This IF is then converted
to a much lower IF, typically around 100 kHz or higher. This frequency is
generally called baseband, but strictly it is not because the signal is still offset
in frequency from DC. Some direct conversion architectures leave the first
heterodyne mixing stage in place and use direct conversion of the first IF to
baseband (true baseband—around DC).

1.8.7 Bilateral Double-Conversion Receiver

The receivers considered so far are suitable for narrowband communications
typical of point-to-point and consumer mobile radio. There are many
situations were the range of received or transmitted RF signals covers a very
wide bandwidth, such as with emergency radios, television, and military
communications. Typically, however, the instantaneous bandwidth is small.
If narrowband RF front end architectures are used, a switchable filter bank
would be required and this would result in an impractically large radio.
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Figure 1-41 Bilateral double-conversion transceiver for wideband operation.

Tunable bandpass filters are one option being explored. One solution to
covering wide bandwidths is the double-conversion transceiver architecture
shown in Figure 1-41. The frequency plan of a typical radio using 0.1 MHz
channels between 20 MHz and 500 MHz is shown. The key feature of this
radio is that bidirectional mixers are used, such as the diode ring mixer
of Figure 12-4 on Page 713. Following the RF chain from left to right,
the RF is first mixed up in frequency, bandpass filtered using a high-Q
distributed filter, and then down-converted to a lower frequency that can
be sampled directly by an ADC. A much higher performance passive (and
hence bidirectional) filter can be realized at gigahertz frequencies than at a
few tens of megahertz. On transmit, the function is similar, with the mixers
and LO source reused. As a receiver, the notch filter or lowpass filter is
used to block the image frequency of the first mixer so that only the upper
sideband IF is presented to the first bandpass filter. The lowpass or notch
filter may be fixed, although, with the plan shown, there must be at least
two states of the filters. On transmit, the lowpass or notch filters prevent the
image frequency from being radiated.

1.9 Summary

This chapter presented the RF front-end architectures used from the
beginnings of wireless communications up to those used in modern
systems. Similar architectures are used in the front ends of radar and sensor
systems. Wireless systems proliferate, and even in established domains
such as cellphones, architectures are evolving to achieve greater efficiency,
greater multifunctionality, and lower cost primarily by monolithically
integrating and digitizing as much as possible of the RF front end. Size
drives the replacement of superheterodyne architecture by eliminating large
intermediate filters.
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1.10 Exercises

1. An amplifier has a power gain of 1200. What
is the power gain in decibels?

2. Short answer questions on gain calculations:

(a) An amplifier with 50 Q input impedance
and 50 2 load impedance has a voltage
gain of 100. What is the gain in decibels?

(b) An attenuator reduces the power level of
a signal by 75%. What is the gain of the
attenuator in decibels?

(c) What is the wavelength in free space of a
signal at 4.5 GHz?

3. The PAR of a signal is an important param-
eter in determining the efficiency that can be
achieved by an amplifier with an allowable
amount of distortion. The following questions
are about determining the PAR of various sig-
nals. Note that the average power level is not
necessarily the average of the minimum and
maximum power levels. A full power calcula-
tion and integral should be performed.

(a) Write down a formula for the average
power of a signal x(¢). You can consider
x(t) to be a voltage across a 1 Q2 resistor.

(b) What is the PAR of an FM signal at 1 GHz
with a maximum modulated frequency
deviation of +10 kHz?

(c) What is the PAR of a two-tone signal
(consisting of two sinewaves at different
frequencies that are, say, 1% apart)? First,
use a symbolic expression, then consider
the special case when the two amplitudes
are equal. Consider that the two tones are
close in frequency.

(d) What is the PAR of a three-tone signal
(consisting of three sinewaves, say, 1%
apart in frequency) when the amplitude
of each sinewave is the same?

(e) What is the PAR of an AM signal with
75% amplitude modulation?

4. An FM signal has a maximum frequency de-
viation of 20 kHz and a modulating signal be-
tween 300 Hz and 5 kHz. What is the band-
width required to transmit the modulated RF
signal when the carrier is 200 MHz? Is this

10.

11.

considered to be narrowband FM or wide-
band FM?

Consider two uncorrelated analog signals
combined together. One signal is denoted z(t)
and the other y(t), where z(t) = 0.1sin (10°t)
and y(t) = 0.05sin (1.01 - 10°). What is the
PAR of this combined signal? Express PAR in
decibels.

A high-fidelity stereo audio signal has fre-
quency content ranging from 50 Hz to 20 kHz.
If the signal is to be modulated on an FM car-
rier at 100 MHz, what is the bandwidth re-
quired for the modulated RF signal? The max-
imum frequency deviation is 5 kHz when the
modulating signal is at its peak value.

What is the PAR of a ten-tone signal when the
amplitude of each tone is the same?

Consider FM signals.

(a) What is the PAR of just one FM mod-
ulated signal? Express your answer in
decibels.

(b) What is the PAR of a signal comprised of
two different FM signals with the same
average power.

The following sequence of bits 0100110111
is to be transmitted using QPSK modula-
tion. Take these data in pairs, that is, as
01 00 11 01 11. These pairs, one bit at a time,
drive the I and @ channels. Show the transi-
tions on a constellation diagram.

The following sequence of bits 0100110111
is to be transmitted using OQPSK modu-
lation. Take these data in pairs, that is, as
01 00 11 01 11. These pairs, one bit at a time,
drive the I and @ channels. Show the transi-
tions on a constellation diagram.

The following sequence of bits 0100110111 is
to be transmitted using w/4-DQPSK modu-
lation. Take these data in pairs, that is, as
01 00 11 01 11. These pairs, one bit at a time,
drive the I and @Q channels. Use five constel-
lation diagrams, with each diagram showing
one transition or symbol.
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12.

13.

14.

A 16QAM modulated signal has a a maximum
RF phasor amplitude of 4 V. If the noise on the
signal has an RMS value of 0.1 V, what is the
EVM of the modulated signal?

A 16QAM modulated signal has a a maximum
RF phasor amplitude of 4 V. If the noise on the
signal has an RMS value of 0.1 V, what is the
modulation error ratio of the modulated sig-
nal in decibels?

A superheterodyne receiver has, in order, an
antenna, a low-noise amplifier, a bandpass fil-
ter, a mixer, a second bandpass filter, a second
mixer, a lowpass filter, an ADC, and a DSP
which will implement quadrature demodula-
tion. Develop the frequency plan of the re-
ceiver if the input RF signal is at 2 GHz and
has a 200 kHz single-channel bandwidth. The
final signal applied to the ADC must be be-
tween DC and 400 kHz so that I/Q demodu-
lation can be done in the DSP unit. Noise con-
siderations mandate that the LO of the first
mixer must be more than 10 MHz away from
the input RE. Also, for a bandpass filter to
have minimum physical size , the center fre-
quency of the filter should be as high as pos-
sible. It has been determined that the appro-

15.

priate trade-off of physical size and cost is to
have a 100 MHz bandpass filter between the
two mixers. (Note: a 100 MHz bandpass filter
has a center frequency of 100 MHz.)

(a) Draw ablock diagram of the receiver and
annotate it with symbols for the frequen-
cies of the LOs and the RF and IF signals.

(b) What is the LO frequency fr.01 of the first
mixer?

(c) What is the LO frequency f1.02 of the sec-
ond mixer?

(d) Specify the cutoff frequency of the low-
pass filter following the second mixer.

(e) Briefly discuss in less than one-half page
other design considerations as they relate
to the frequency plan, filter size, and filter
specification.

Short answer questions. Each part requires a
short paragraph of about five lines and a fig-

ure where appropriate to illustrate your un-
derstanding.

(a) Explain the operation of a superhetero-
dyne receiver.

(b) Compare zero-IF and low-IF receivers.
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2.1 Introduction

The RF link is the path between the output of the transmitter and the input
of the receiver (see Figure 2-1). In many communication and radar systems,
this includes the cable from the transmitter to the transmit antenna, the
transmit antenna itself, the propagation path, the receive antenna, and the
transmission line connecting the receive antenna to the receiver. Of these, the
overwhelming majority of the loss is from the propagation path. Generally
not just one path is taken, as reflections from the ground, buildings, and
other objects lead to what is called a multipath situation where, commonly,
in urban areas, 10 or 20 paths have significant power in them and each
combines at the receive antenna.

The first half of this chapter is concerned with the properties of antennas.
One of the characteristics of antennas is that the energy can be focused in
a particular direction, a phenomenon captured by the concept of antenna
gain, which partially compensates for path loss. The second half of this
chapter considers modeling the RF link and the geographical arrangement
of antennas to manage the SIR while providing support for as many users
as possible.
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Figure 2-1 RF link.

2.2 RF Antennas

There is what seems to be an inexhaustible number of antenna structures,
some of which are shown in Figure 2-2. Antennas are of two fundamen-
tal types. Resonant antennas establish a standing wave of current on one
or more resonant conductor sections. Resonance occurs when the antenna
section is either a quarter- or half-wavelength long—which one depends
on the coupling mechanism of the transmit cable connected to the antenna.
Resonant antennas are inherently narrowband. Figures 2-2(b), 2-2(c), 2-2(f),
2-2(h), and 2-2(i) show resonant antennas. The other family of antennas,
shown in Figures 2-2(a), 2-2(d), 2-2(g), 2-2(j), and 2-2(k), is traveling-wave
antennas, which act as extended delay lines that gradually flare out so that a
traveling wave on the original transmission line transitions into free space.
Traveling-wave antennas tend to be two or more wavelengths long at the
lowest frequency of operation. While relatively long, they are broadband,
many 3 or more octaves wide (e.g., 2 to 18 GHz for the double-ridge antenna
of Figure 2-2(j)). While all electromagnetic (EM) phenomena are described
by the same physics, it is easiest to describe resonant antennas as producing
fields from a current distribution. With these antennas, a standing wave of
current is established and the current form can be reasonably assumed and
is little affected by the EM fields surrounding the antenna.

EXAMPLE 2.1 Interference

In the figure below there are two transmitters, Tx; and Tx», operating at the same power
level, and one receiver, Rx. Tx; is an intentional transmitter and its signal is intended to be
received at Rx. Txz uses the same frequency channel as Tx;, but it transmits an interfering
signal. Assume that antennas are omnidirectional and that the transmitted power density
drops off as 1/d?, where d is the distance from the transmitter. Calculate the SIR at Rx.
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Figure 2-2 Various antennas: (a) radio with a monopole antenna; (b) dipole antenna (with coaxial
balun); (c) X-ray image of a Family Radio Service (FRS) handset showing helical antenna; (d) rectangular
waveguide horn antenna; (e) reflector antenna; (f) disc-cone antenna; (g) conical spiral antenna; (h) tilted
patch array antenna; (i) major communication tower; (j) double-ridge horn antenna; (k) Vivaldi antenna;
and (I) a microstrip patch antenna (used in the patch array of (h)).
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2.3 Radiation from a Current Filament

The fields radiated by a resonant antenna are most conveniently calculated
by considering the distribution of current on the antenna. This current
distribution can generally be intuitively determined and assumed to be little
affected by the radiating EM fields. The analysis begins by considering a
short filament of current which is also known as a Hertzian dipole (see
Figure 2-3(a)). Considering the sinusoidal steady state, the current on the
filament is I(t) = I, cos(wt + x), so that Iy = Ipe 7X is the phasor of the
current on the filament. To support this current there must be charges of
opposite polarity at either end of the filament, and this is where the name
Hertzian dipole comes from. The length of the dipole is &, but it has no other
dimensions, that is, it is considered to be infinitely thin. Resonant antennas
are conveniently modeled as being made up of an array of current filaments
with the spacing of the dipoles and their lengths being a tiny fraction of a
wavelength. Wire antennas are even simpler and can be considered to be
line of current filaments. Ramo, Whinnery, and Van Duzer [11] calculate the
spherical EM fields at the point P with the spherical coordinates (¢, 6, )
generated by the z-directed current filament centered at the origin in Figure
2-3. The total EM fields are

Ioh _ .., (7K 1 .
Hy :40—7Te Ik (7 + 72) sinf (2.1)
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Figure 2-3 A wire antenna: (a) a current filament known as a Hertzian dipole; and (b) a half-wavelength
long wire. R = rsin6

Ioh 2 2

B, =2 o—ikr <_727 + 3) cos 22)
4 7 JweQT
Ioh 1

Ey 0% —gkr (M + 5 + %) sin@ , (2.3)
47 r Jwepr r

where 7 is the free-space characteristic impedance, ¢ is the permittivity
of free space, and i is the permeability of free space. The variable &
is called the wavenumber and £ = 27/\ = w,/noco. Equations (2.1)-
(2.3) are the complete fields with the 1/r% and 1/r® dependence describing
the near-field components. In the far field, the components with 1/r? and
1/r% dependence become negligible and the only field components are the
propagating components H and Ey:

Ioh k
Hy = “eobr (J—) sin 0 2.4)
4T T
E. =0 (2.5)
_ Ioh —gkr (JYHOY .
Ey = I (7)51119. (2.6)

As a check, consider the fields in the plane normal to the filament, that is,
with # = 7/2 radians. Now sin § = 1 and the fields are

Lh _,. [k
H, = "L 2.7
¢ 47 ¢ ( r ) (2.7)
o IOh’ —gkr JW o
Eoo= e (50) 28)
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and the wave impedance is

Eo  Loh _gwpo  (Toh 9k -t wlto
= = e[ — [ = —. 2.9
"TH, T ar € o \ar© 7 3 29)
Now k = w,/fp€g, SO
n=—r_ _ B _3770), (2.10)
Wq/Ho€o €0

as expected. Further comments can be made about the propagating fields
(Equations (2.4)—(2.6)). The EM field propagates in all directions except not
directly in line with the filament. The strength of the propagating field
increases sinusoidally until they are maximum in the direction normal to
the filament. So the power in the radiated field is concentrated in particular
directions and there is effectively a gain of the maximum power density
compared to the situation where the power is evenly distributed over a
sphere. This concept is revisited in Section 2.5.2, where this effect is captured
in the concept of antenna gain.

The power radiated is obtained from the Poynting vector which is the
cross-product of the propagating electric and magnetic fields. The time-
average propagating power density is

_1 o _ MEIER? 2
PR = 5% (Eng)) = Wsm OW/IH 5 (211)

so as expected the power density is proportional to 1/r?.

2.3.1 Finite Length Wire Antennas

The EM wave propagated by a wire of finite length is obtained by
considering the wire as being made up of many filaments and the field
is then the superposition of the fields from each filament. As an example,
consider Figure 2-3(b), where the wire is half a wavelength long. The current
on the wire will be a standing wave with all of the current along the wire in
phase so that

I(t) = Ipsin(Bz) . (2.12)

From Equations (2.4) and (2.6) and referring to Figure 2-3(b), the fields in the
far field are

M4 Ty sin(k {9k
Hy = / Tosin(kz) —ur (j—/>sin9'dz (2.13)
—x/4 4 r
)\/4 I .
B osin(kz) _p fawpoY .,
Ey = /A/4 ¢ (—r )sm@ dz , (2.14)



ANTENNAS AND RF LINK 67

N
JR -

1(t)

PN FILAMENT

(a) (b)

Figure 2-4 Wire antenna calculations: (a) geometry for calculating phase contributions from current
filaments with d = —zsin 0, where z is the coordinate of the filament; and (b) EM field (|Hy| and |Ho|)
in the y-z plane due to a half-wavelength-long current element.

where 0" is the angle from the filament to the point P. Solving these
equations is involved and will not be done here. It can, however, be
conveniently done using MATLAB. The net result is that the fields are
further concentrated in the direction in the plane normal to the wire. At
large 7, at least several wavelengths distant from an antenna, only the field
components decreasing as 1/r are significant. At large r, the magnitude of
the field contribution from each of the current filaments is approximately the
same, however, the phase contribution difference is significant and results
in shaping of the fields. The geometry to be used in calculating the far field
is shown in Figure 2-4(a). The phase contribution of each element relative
to that at z = 0 is (zsinf)/\, where z is the coordinate of the filament. So
Equations (2.13) and (2.14) become

A4
Hy = Iy (:—k) sin@e_ﬂ”/ Msin(zsin(@)).dz (2.15)

T a4 Am
JWHOY . _okr A4 . . .
Ey = Io( )sm@e J sin(kz) sin(zsin(0)).dz  (2.16)
4dmr —\/4

Figure 2-4(b) is the result of a calculation of the above fields in the z-z
plane. In the extreme for an infinitely long wire with a current that oscillates



68

MICROWAVE AND RF DESIGN: A SYSTEMS APPROACH

in phase along the wire (something that is actually impossible to realize), all
of the propagating fields are in the § = 7/2 plane.

A summary of the implications of the above equations are, first, that the
strength of the radiated electric and magnetic fields is proportional to the
current on the wire antenna, so establishing a standing wave of current
is important to an efficient wire antenna. A second result is that, in the
absence of obstructions to propagation, the power density of propagating
EM fields is proportional to 1/r?, where r is the distance from the antenna.
A third interpretation is that the longer the antenna, the flatter the radiated
transmission profile; that is, the more tightly confined the radiated energy. In
the case of the wire antenna, the peak radiated field is in the plane normal
to the antenna, and thus the wire antenna is generally oriented vertically
so that transmission is in the plane of the earth and power is not radiated
unnecessarily into the ground or into the sky. The problem, of course, is that
the current along the wire antenna should have the same phase relationship.
A standing wave has the property that the current along the wire is in phase
as long as it is no more than a half-wavelength long; any longer and the
current would change direction. An ingenious solution to this problem is the
stacked dipole antenna (Figure 2-5). In this antenna, the radiating element
is hollow and a coaxial cable is passed through the antenna elements and
the half-wavelength sections are feed separately to create a “wire” antenna
that is one or more wavelengths long. Most cellular antennas using wire
antennas are stacked dipole antennas.

Standing waves of current can be realized by structures other than wires.
Microstrip patch antennas are an example, but the underlying principle is
that an array of current filaments generates EM components that combine
through superposition to generate a propagating field. Resonant antennas
are inherently narrowband because of the reliance on the establishment of
a standing wave. A relative bandwidth of 5-10% is typical. One solution
to this is to use an antenna with many radiating elements of different
lengths. The Yagi-Uda antenna is the most famous of these achieving wide
bandwidth. Readers are referred to Balanis [12] and Fusco [13] for a detailed
derivation of the properties of antennas. The discussion of antennas can now
return to a more qualitative basis.

2.4 Resonant Antennas

On a coaxial line, voltage and current waves are guided and confined by the
inner and outer conductors. If the outer conductor is suddenly removed, the
current wave continues traveling on the center conductor, or wire, as shown
in Figure 2-6(a). At this point it makes little sense to talk about voltage, as
there is no convenient path over which to integrate the electric field. Without
the outer shield of a coaxial cable, the EM fields begin to spread out, but the
current in particular is guided by the single conductor, as shown. So it is
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Figure 2-5 Stacked dipole antenna: (a) schematic representation; (b) in a base
station antenna camouflaged as a pine tree; (c) detail showing a trisectional stacked
dipole antenna; and (d) detail of a stacked dipole connection.
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Figure 2-6 Currents on a wire: (a) section of an infinitely long wire; and (b) a truncated section of wire.

reasonable to model the single conductor as a lossy transmission line. If the
wire is infinitely long, the current wave continues to travel down the line as a
sinusoidal current whose amplitude decreases exponentially with distance.
Such a wire antenna (as it is called) would not be an efficient antenna.
The electric field that is radiated is directly proportional to the current. In
particular, if the current along the wire is divided into short segments, or
what are called current filaments, the electric field phasor E at a distance r
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due to just one filament I at a position z is
E= Iz) . (2.17)

The electric field is in the same direction as the current filament and the
magnitude of the field is inversely proportional to distance. The total electric
field is the integral of the electric field from all of the current filaments:

E:/I(—x)dx. (2.18)

r

This is exactly the way an EM simulation tool evaluates the far field; that is,
the field many wavelengths distant from the antenna. The far field is usually
at several wavelengths and at least several times the length of the antenna
away. Closer to the antenna the fields are more complex,1 but the interest
here is in the far-field characteristic.

At a distance, the current in the wire averages out as the wire antenna
begins to subtend a smaller and smaller angle. Returning again to the
infinitely long wire of Figure 2-6(a), the effective current seen at a distance is
virtually zero, as the current changes direction every half wavelength along
the wire. To obtain an efficient antenna, all of the current should be pointed
in the same direction at a particular time. One way of achieving this is to
establish a standing wave, as shown in Figure 2-6(b), where the wire is of
finite length. At the open-circuited end, the current reflects with a reflection
coefficient of —1 so that the total current at the end of the wire is zero.
The forward- and backward-traveling current waves combine to create a
standing wave. Provided that the antenna is sufficiently short, all of the total
current—the standing wave—is pointed in the same direction. The length,
though, should be as long as possible, subject to this constraint, so that the
field radiated (see Equation (2.18)) is maximum. The optimum length is a
half wavelength. When the wire is longer, the contributions to the field from
the oppositely directed current segments cancel (see Figure 2-7(b)).

A wire above a ground plane, as in Figure 2-8(a), is called a monopole.
A coaxial cable is attached below the ground plane to the antenna. Often a
series capacitor provides a low level of coupling leading to the transmission-
line equivalent circuit of Figure 2-8(b). In effect, a resonant structure is
established with open circuits at the two ends so that resonance occurs at
A/2. The wave along the antenna rapidly decays, with the effect that the
wave stretches out so that the actual resonant condition occurs when the
length is closer to 5/8). Sometimes a series capacitor is not used and instead
the discontinuity between the cable and the wire establishes one end of
the resonant structure. A matching network is used either adjacent to the

1 A complete description is given by Fusco [13].
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Figure 2-7 A monopole antenna showing forward- and backward-traveling currents as well as the total
current: (a) a half-wavelength-long antenna; and (b) a relatively long antenna.

monopole or back at the transmitter to ensure maximum power transfer to
the antenna.

The monopole above is nominally one-half wavelength long. If the length
of the monopole is reduced to one-quarter wavelength long, as in Figure
2-8(d), it is again resonant, and now the input impedance, Z,, is found to
be 36 Q. Thus a 50 €2 cable can be directly connected to the antenna and
nearly all the power is transferred to the antenna and from there radiated.
Another variation on the monopole is shown in Figure 2-9, where the key
component is the phasing coil. The phasing coil rotates the electrical angle
of the current phasor on the line so that the current in the \/4 segment is
in the same direction as the \/2 segment. The result is that the two straight
segments of the loaded monopole radiate a more tightly confined EM field.
The phasing coil itself does not effectively radiate.

A monopole above a ground plane results in current flow in the ground
plane. The effect is that the monopole above-ground structure is equivalent
to a monopole plus an image having an image current in the same direction
as the current on the monopole. This situation is shown in Figure 2-10(a). In
effect, the antenna is twice as long with the current in the same direction. The
field generated is compressed into a “squashed-balloon shape,” focusing
the radiated energy perpendicular to the monopole. In reality, there are no
fields below the ground plane and there is only energy in the top half of the
radiated pattern shown, so the image is not doubling the energy, but acting
solely to further focus the fields. Thus the radiated energy density in one
direction is higher than it would otherwise be.
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Figure 2-8 Half-wavelength-long monopole: (a) vertically mounted showing orientation of the radiated
electric field; (b) rotated so that it can be cast into a conventional circuit form; (c) transmission line-
based equivalent circuit of monopole with small coupling capacitor C; and (d) quarter-wavelength-long
monopole.

2.4.1 Resonant Scattering

Propagation is rarely from point to point as the path is often obstructed.
One type of event that interferes with transmission is scattering. The effect
of scattering depends on the size of the objects causing scattering. Here
the effect of the pine needles of Figure 2-11 will be considered. The pine
needles (as most objects in the environment) conduct electricity, especially
when wet. So when an EM field is incident, the individual needles act as
wire antennas, with the current on them maximum when the wavelength of
the signal is one-half wavelength long. At this length, the “needle” antenna
supports a standing wave and will reradiate the signal in all directions. This
is scattering, and there is a considerable loss in the direction of propagation
of the original fields. As well, there is loss due to a needle not being a very
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Figure 2-9 Mobile antenna with phasing coil extending effective length of antenna.
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Figure 2-10 Monopole above a ground plane: (a) actual structure; and (b) equivalent image structure.

HALF-WAVELENGTH

INCOMING
SIGNAL

Figure 2-11 Pine needles illustrating scattering.

good conductor, so energy is lost as heat. As was mentioned, the effect of
scattering is signal dependent. A typical pine needle is 15 cm long, which
is exactly A/2 at 1 GHz, and so pine trees have an extraordinary impact on
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Figure 2-12 Vivaldi antenna showing design procedure: (a) the antenna; (b) a stepped approximation;
and (c) transmission line approximation.

cellular communications at 1 GHz. As a rough guide, 20 dB of a signal is
lost when passing through a stand of pine trees. At 2 GHz, a similar impact
comes from other leaves, and they do not need to look like wire antennas.
Consider an oak leaf having a dimension of 7.5 cm. This is A\/2 at 2 GHz, the
other dominant cellular frequency. So scattering results, but now the loss is
season dependent, with the loss due to scattering being considerably smaller
in winter (when trees such as oaks do not have leaves) than in summer.
Consequently the size of a cell expands and contracts during the year.

2.5 Traveling-Wave Antennas

Traveling-wave antennas share the characteristic of broad bandwidth. These
antennas begin as a transmission line structure that flares out slowly,
providing a low reflection transition from a transmission line or waveguide
to free space. The bandwidth can be very large and is primarily dependent
on how gradual the transition is. For example, the double ridge horn
antenna of Figure 2-2(j) has a bandwidth of 500 MHz to 12 GHz, but is quite
large, having a volume of 30 cm x 30 cm x 50 cm.

2.5.1 Vivaldi Antenna

One of the more interesting traveling-wave antennas is the Vivaldi antenna
of Figure 2-12. This is a good example of both the operation and design of
traveling-wave antennas. The Vivaldi antenna is an extension of a slotline
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Figure 2-13 Free-space spreading loss. The energy intercepted by the red square is
proportional to 1/r?.

in which the fields are confined in the space between two metal sheets in
the same plane. The slotline spacing increases gradually in an exponential
manner, much like that of a Vivaldi violin shape, over a distance of a
wavelength or more. The forward-traveling wave on the antenna continues
to propagate with negligible reflected field. Eventually the slot opens
sufficiently that the effective impedance of the slot is that of free space
and the traveling wave continues to propagate in air, being guided by the
conductors.

The other traveling-wave antennas work similarly and all are at least a
wavelength long, with the central concept being a gradual taper from the
characteristic impedance of the originating transmission line to free space.
As well, the final aperture is at least one-half wavelength across so that the
fields can curl on themselves and are self-supporting.

2.5.2 Antenna Gain

Antennas do not radiate uniformly in all directions and instead concentrate
power in particular directions. So that this focusing effect can be quantified,
an isotropic radiator that radiates equally in all directions is introduced as a
reference.

The fictitious isotropic antenna radiates uniformly in all directions, with
the radiated power density at a distance r uniform over a sphere of radius
and falling off as 1/r2. If the total radiated power is P,, then, for the isotropic
antenna, the power radiated per unit solid angle (i.e., power radiated per
steradian), Pp, is
dP. P,
dQ 4t
since there are 47 steradians in a sphere. The symbol for steradians is sr so
that Pp has the units of W /sr (watts per steradian). For an isotropic antenna

PplisoTroPIC = (2.19)
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<@) = i ) (2.20)
d? ) sotropic AT

One metric used with antennas is antenna efficiency. Antenna efficiency
takes into account losses in the antenna principally due to resistive (I2R)
losses. Antennas are of two types: resonant antennas and traveling-wave
antennas. Most antennas are resonant antennas and work by creating a large
current that is maximized through the generation of a standing wave at
resonance. There is a lot of current, and even just a little resistance results
in substantial resistive loss. There is one other form of loss and this is the
power that is reflected from the input of the antenna. This is usually small.
It occurs when the input impedance of the antenna is not perfectly matched
to the driving transmission line. The total radiated power (in all directions)
is the power input to the antenna less losses. The efficiency of the antenna is
therefore defined as

n="r/Pn, (2.21)

where Py is the power input to the antenna. Antenna efficiency is very close
to one for many antennas, but can be 50% for patch antennas (the antenna
in Figure 2-2(1)).

Antenna gain is a quantity that can only be measured. Antenna gain
incorporates the resistive losses in the antenna as well as dielectric losses.
The input power to an antenna can be measured and the region of maximum
power density from the antenna found. The peak radiated power density is
compared to the calculated density from an ideal (lossless) isotropic antenna
at the same distance with the same input power. It is impossible to measure
the resistive and dielectric losses of an antenna directly and impossible
to simulate it accurately. The way antenna efficiency is obtained is to use
theoretical calculations of the directivity of an antenna; that is, calculate
theoretically the expected antenna gain assuming no losses in the antenna
itself. This is compared to the measured antenna gain. The difference yields
the antenna efficiency.

Antenna gain is not a gain in the same sense as the gain of an amplifier,
however, it can be used in calculations of power as though it were. Antennas
concentrate the radiated power in one or more directions so that the density
of the power radiated in the direction of the peak field is higher than
the power density from an isotropic antenna that radiates equally in all
directions. Power radiated from a base station antenna, such as that shown
in Figure 2-14, is concentrated in a region that looks like a toroid or, more
closely, a balloon squashed at its north and south poles. This is exactly the
antenna pattern desired because when the antenna is mounted vertically,
it will not radiate much power into space and will concentrate power in a
region skimming the surface of the earth. Antenna gain is a measure of the
effectiveness of an antenna to concentrate power in one direction, and, to
be fair, we need to consider the efficiency of the antenna. So antenna gain
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is a quantity that can only be measured, as it is difficult to model losses. In
this measurement, the region of maximum radiated power density is found
at several wavelengths from the antenna. Then, imagining an isotropic
antenna, the power density on the surface of a sphere with a radius equal to
the distance from the antenna is calculated, assuming that all of the power
available at the input of the antenna is radiated. The ratio of the maximum
power density of the actual antenna to the power density of the isotropic
antenna is taken as the antenna gain. The result is that the efficiency of the
antenna is incorporated in antenna gain. Antenna gain is defined as

Radiated power per unit solid angle
Total input power to the antenna
(dP, /dQ)
PN
(dP, /dQ)

= . (2.22)
(dP T/ dQ)ISOTROPIC

Ga =

47

Thus, in free space where power spreads out by 1/d?, the maximum
power density at a distance d is

GaPin
P =
D= a2

(2.23)

where 47d? is the area of a sphere of radius d and Pr is the total power
radiated by the antenna. So the propagation loss, sometimes called the path
loss, is 47d?. There are two definitions of path loss and this is one. This will
be revisited in Section 2.6.1 on Page 83.

Antenna gain is expressed in units of decibels or more commonly as dBi to
indicate that antenna gain is with respect to an isotropic antenna. The gains
of common resonant and traveling-wave antennas are given in Table 2-1.

Antenna loss refers to the same mechanism that gives rise to antenna
efficiency. So an antenna with an antenna efficiency of 50% has an antenna
loss of 3 dB. Generally losses are resistive loss due to I? R loss and mismatch
loss of the antenna that occurs when the input impedance is not matched
to the impedance cable connected to the antenna. There is a source of
possible confusion here, as antenna loss is not directly related to antenna
gain (they are not the inverses of each other). Recall that antenna gain
captures the focusing power or directivity of the antenna as well as antenna
loss. Therefore, when discussing these antenna matters it is important that
the well-defined terms antenna gain, antenna loss, and antenna efficiency
are used.
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Table 2-1 Antenna gains of several resonant and traveling-wave antenna systems. The traveling-wave
antennas have a bandwidth of 3 to 4 octaves except as indicated.

Antenna Type Figure | Gain | Notes

(dBi)
Lossless isotropic antenna 0
/2 dipole Resonant | 2-2(b) 2 Rin =73Q
3\ diameter parabolic Traveling | 2-2(e) 38 Rin = match
Patch Resonant 2-2(1) 9 R;» = match
Vivaldi Traveling | 2-2(k) 10 R;n = match
Double ridge horn Traveling | 2-2(j) 9 Rin = match
Waveguide horn Traveling | 2-2(d) | 12-25 % octave
Conical spiral Traveling | 2-2(g) 9 R;, = match
Conical Traveling | 2-2(f) 9 Rin, = match
Loaded monopole over ground | Resonant 2-9 8 Rin =500
Helical monopole Resonant | 2-2(c) 5 Rin =350
/4 monopole over ground Resonant | 2-10 2 Rin =36Q
5/8\ monopole over ground Resonant | 2-8(a) 3 Matching required

EXAMPLE 2. 2 Antenna Loss

An antenna has an antenna gain of 13 dB and an antenna efficiency of 50%.

(a) What is the antenna loss?

From 1 = 50%, antenna loss = 3 dB.

(b) If the antenna is cooled to near absolute zero so that it is lossless, what would the
antenna gain be?

The antenna gain would increase by 3 dB and antenna gain incorporates both
directivity and antenna losses. So the gain of the cooled antenna is 16 dB.

EXAMPLE 2.3 Antenna Calculations

In a resonant antenna, a large current is established by creating a standing wave. The current
peaking that thus results establishes a strong electric field (and hence magnetic field) that
radiates away from the antenna. A typical microstrip patch antenna loses 50% of the power
input to it as resistive (I° R) losses and has an antenna gain of 11 dB. Consider a base station
patch antenna that has a 40 W input. Also consider that the transmitted power density falls
off with distance d as 1/d?.

(a) What is the input power in dBm?
Pin =40 W =46.02 dBm
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(b) What is the power transmitted in dBm?

PRADIATED = 500/0 of PIN = 20 W or 43.01 dBm
Alternatively, Prapiatep = 46.02 dBm — 3dB = 43.02 dBm

Note 2 = —3.01 dB, but this is approximated as 1 just as 3 dB is approximated

as a power ratio of 2.
(c) What is the power density at 5 km?

A sphere of radius 5 km has an area A = 47r? = 3.142 - 10° m?
11dB=12.6
In the direction of peak radiated power, the power density is

P, - (ANTENNA GAIN) 40-12.6 W

_ . 2
A = 3140 1052~ 003 #W/m

Pp =

(d) Whatis the power captured by a receive antenna (at 5 km) that has an effective

antenna aperture of 6 cm??

The power received

Pry = Pp. (6 cm?) = Pp-6-10~*m? = (1.603 uW-m~2)-(6-10~*m?) = 962 pW
(e) If the background noise level captured by the antenna is 100 fW, what is the

SNR in dB. Ignore interference that comes from other transmitters.

SNR = (962 pW)/(100 fW) = 9618 = 39.8 dB

2.5.3 Effective Isotropic Radiated Power

A base station does not radiate power equally in all directions, as it is
inefficient to do so. Instead, power is concentrated horizontally, as shown
in Figure 2-14. The peak radiated power density is incorporated in another
quantity called the effective isotropic radiated power (EIRP):

EIRP = PinGax - (2.24)

This uses antenna gain to derive the power density that would come from
an isotropic antenna. Many limits on the power levels of transmitters are
in terms of the EIRP rather than the total radiated power. Sometimes
Equivalent Radiated Power (ERP) is used instead of EIRP: they refer to the
same thing.

2.5.4 Effective Aperture Size

Another concept used with antennas is effective aperture size. An antenna
has an effective size which is more than its actual physical size. This is
because of its influence on the fields around it. This concept is captured



80

MICROWAVE AND RF DESIGN: A SYSTEMS APPROACH

ANTENNA

’ E-FIELD
POLARIZATION

Figure 2-14 Base station transmitter pattern.

by the concept of effective aperture size whereby the power captured by
an antenna is the effective aperture size (or area) multiplied by the power
density. That is, the effective aperture size of an antenna is the area of
a circle which captures all of the power passing through it and delivers
this power to the output terminals of the antenna. Antennas are reciprocal
networks, and there is a direct relationship between effective aperture area
(the usage preferred with receivers) and antenna gain (preferentially used
with transmitters). The effective aperture area of a receive antenna, Ag, is
related to the receive antenna gain, G, as follows:

7GR/\2
oA

Ar (2.25)
where X is wavelength. Both antenna gain and effective aperture account for
losses in the antenna. So if Pp is the power density at the antenna, the power

received is
GRr\?
Pr = PpAp = Pp—22 (2.26)
4m

Pr is the power delivered at the output connector of the receive antenna,
as loss in the receive antenna is incorporated in Gr and Ag. The total
power radiated by the transmit antenna in the direction of maximum power
density is given by multiplying the power input to a transmit antenna, Pr,?
by the antenna gain of the transmit antenna, G'r. This can be converted to
the power density at a distance d (ignoring multipath effects),

PrGor
P =
D= rae

(2.27)

2 Note that this was P, previously and here the subscript 7" is used to indicate the power

input to the transmit antenna.
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and the power received by the receive antenna is

PTGT GR/\2

Pr=PpAr = Awd?  Anm

A 2

The effective aperture area of a high-frequency parabolic or dish antenna
is very nearly equal to their physical area. Wire antennas such as monopole
and dipole antennas have effective aperture sizes that greatly exceed their
physical areas because of their influence on the fields near the antenna.
Multipath effects and nonidealities such as soil, being a lossy conductor,
result in excess losses between the antennas. This is considered further in
Section 2.6.1 on Page 83.

EXAMPLE 2. 4 Point-to-Point Communication

In a point-to-point communication system, a parabolic receive antenna has an antenna gain
of 60 dB. If the signal is 60 GHz and the power density at the receive antenna is 1 pW/ cm?,
what is the power at the output of the antenna connected to the RF electronics?

Solution:

The first step in solving this problem is determining the effective aperture area of the
parabolic antenna using Equation (2.25). The frequency is 60 GHz and so the wavelength
()) is 5 mm. Also note that Gr = 60 dB = 10°. From Equation (2.25), the effective aperture
area of the antenna is

_ GgrA\? _ 10°.0.005

o 2
e = = 1.989 m>. (2.29)

Ar

Note that Ar is the effective aperture area and is not the physical size of the antenna. It also
includes loss in the antenna. The antenna affects the fields in a volume that is larger than the
physical volume of the antenna. Equation (2.26) can be used to obtain the power received
by the antenna. Now Pp = 1 pW/cm? = 10 nW/m?. Thus the total power delivered to the
RF electronics is

Pr=PpAr =10nW -m ?.1.989 m* = 19.89 nW. (2.30)

2.6 The RF link

The RF link is between a transmit antenna, and a receive antenna and the
term is used in the context of establishing loss. Sometimes the RF link
includes the antenna and sometimes it does not. Whether or not the receive
and transmit antenna gains need to be considered will be clear from the
context. The principle source of loss is the spreading out of the fields as they
propagate. This was described for the isotropic antenna on Page 75. In the
absence of any other effects the power density reduces as 1/d?, where d is
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Figure 2-15 Ground reflection.

Figure 2-16 Multipaths in an urban environment.

distance. With Line Of Sight (LOS), the transmission loss is calculated from
the antenna gain of the transmit antenna, G'7, the antenna gain of the receive
antenna, G r, and the free-space path loss, L. The power density at a distance
d from the transmit antenna is
PrGr
Pp=—-
P drd?

where Pr is the power input to the transmit antenna. The power captured
by the receive antenna is calculated from the power density at the receive
antenna and the effective aperture area of the antenna.

The antennas of point-to-point links are high gain and are mounted
high on masts, and the propagating energy avoids the ground. With
handheld devices there will be reflections from the ground and structures.
Considering just LOS and a single ground reflection, the situation is as
shown in Figure 2-15. This is a special situation, as the ground changes the
phase of the signal upon reflection, generally by 180°. When the car, in this
case, is a long way from the base station, the lengths of the two paths are
almost identical and the level of the signals in the two paths are almost the
same. The net result is that these two signals tend to cancel, and so instead of
the power falling off by 1/d?, it falls of by 1/d®. In an urban area such as that
shown in Figure 2-16, there are many significant multipaths and the power
falls of by 1/d*. The multipath situations are so varied that measurements
are the only reliable indicator of how power reduces with distance.

(2.31)
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Figure2-17 Common multipath scenarios in cellular communications: (a) ground effect; (b) transmission
through a scattering such as a tree; (c) ground bounce from a hill; and (d) knife-edge diffraction.

Common multipaths encountered in cellular radio are shown in Figure 2-
17. As a very rough guide, each diffraction and scattering event reduces the
signal received by 20 dB. This is based on an average of measurements, but it
is a good rough guide. The knife-edge diffraction scenario is shown in more
detail in Figure 2-18. This case is fairly easy to analyze and can be used as a
manual tool to estimate the effects of individual obstructions. The diffraction
model is derived from the theory of half-infinite screen diffraction [14]. First,
calculate the parameter v from the geometry of the path using

2 /1 1
v= 3 (d1 + d1> : (2.32)
Next, consult the table in Figure 2-18(b) to obtain the obstruction loss
in decibels. This loss should be added (using decibels) to the otherwise-
determined path loss to obtain the total path loss. Other losses such as
reflection cancelation still apply, but are computed independently for the
path sections before and after the obstruction.

2.6.1 Multipath and Path Loss

Path loss is affected by the antenna gain, atmospheric conditions, and
multipath effects that increase the roll-off of signals above the free-space
roll-off which is inversely proportional to the square of distance [15, 16].
The first and last factors in the RF link are the antennas, and their impact
is captured by antenna gain. Antenna gain is generally measured in an
anechoic chamber, which is a room that has negligible reflections, and so
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Figure 2-18 Knife-edge diffraction: (a) definition of variables used in calculations;
and (b) chart for determining attenuation using the parameter derived in Equation
(2.32).

the fall off of power is 1/ d?, where d is the distance from the antenna. An
alternative is to conduct the measurements in an open-field site generally
using a very large flat metal ground plane. It is straightforward to calculate
the power density at any distance using Equation (2.23).

The propagation loss, or path loss, of a LOS path is inversely proportional
to the increase in the area of a region on the surface sphere subtending
a constant solid angle as the radius d of the sphere increases. This loss is
captured in Equation (2.23). There are several formulas used for path loss.
The one that comes directly from Equation (2.23) is the LOS path loss of the
first kind:

'Loarn,Los = 4nd* . (2.33)

More commonly an equivalent form that includes wavelength is used and
is derived from the equation for LOS link loss in Equation (2.28). Link loss
is defined as the ratio of the power input to the transmit antenna (Pr) to
the power delivered by the receive antenna (Pg). Rearranging Equation
(2.28) and taking logarithms yields the total link loss, Li,ink, between the
power input to the transmit antenna and the power output from the receive
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antenna is (in decibels):

_ Pry Pr
Liink,Los = 10log (PR> = 10log (PDAR) (2.34)
4Ard? 47
=101 Pr| —— —_ 2.35
Og{ g (PTGT) (/\QGRH (239
1 drd\ >
=101 e - 2.
Vo (GTGR> < A ) (230)
4mrd
= —10log G — 10log G + 20 log (%) , (2.37)

where the path loss in decibels is

4rd
Lpata,LOs = 20log (T) . (2.38)

This is the preferred form of the expression for path loss, as it can be used
directly in calculating link loss using the antenna gains of the transmit and
receive antennas without the exercise of calculating the effective aperture
size of the receive antenna.

Multipath effects result in losses that are proportional to d" so that the
general path loss, including multipath effects, is (in decibels):

Lpatn = LpaTH,L0s + excess loss (2.39)
4drd d
=20log (T) +10(n — 2) log (m> , (2.40)

where the distance d is normalized to 1 m. In decibels, Equation (2.40)
becomes
LPATH =10n 10g[d/(1 m)] + C s (241)

where C'is a constant that captures the effect of wavelength. Here,
C =20log(4m/A) . (2.42)

Combining this with Equation (2.37) yields the link loss between the input
to the transmit antenna and the output of the receive antenna:

LLINK(dB) = —GT — GR + IOnlog[d/(l Hl)] + C. (243)

As you can imagine, a few constants, here n and C, cannot capture the
full complexity of the propagation environment. Many models have been
developed to capture particular environments better and incorporate mast
height, experimental correction factors, and statistical limits. One of these
models is the Okumura-Hata model, discussed in Section 2.6.5 on Page 91.
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Figure 2-19 RF link example.

The RF link calculation can also include losses in cables connecting the
RF electronics to the antennas. An example of such an RF link calculation is

given in Figure 2-19.

EXAMPLE 2.5 Power Density

A communication system operating in a dense urban environment has a power density roll-
off of 1/d>® between the base station transmit antenna and the mobile receive antenna. At
10 m from the transmit antenna, the power density is 0.3167 W /m?. What is the power
density at the receive antenna located at 1 km from the base station.

Solution: Pp(10 m) = 0.3167 W - m~2 and let d. = 10 m, so at d = 1 km, the power density
Pp(1km) is obtained from

Pp(l1km) d3°
Pp(10m)

S T 244
&5~ To0055 10 (244)
SO

Pp(1km) = Pp(10m) - 10”7 = 31.7 nW/m? . (2.45)

EXAMPLE 2. 6 Link Loss

A 5.6 GHz communication system uses a transmit antenna with an antenna gain G of 35 dB
and a receive antenna with an antenna gain G r of 6 dB. If the distance between the antennas
is 200 m. What is the link loss if multipath effects result in the power density reducing as
1/d?. The link loss here is between the input to the transmit antenna and the output from
the receive antenna.
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Figure 2-20 Three propagation characteristic paths: line of sight, reflection, and
refraction.

Solution:

The link loss is provided by Equation (2.43),
Link(dB) = —Gr — Ggr + 10nlog[d/(1 m)] + C',

and C' comes from Equation (2.42), where A = 5.36 cm. So

C = 201log <47“) = 201log <0§%) = 47.4dB.

With n =3 and d =200 m,

Lyink(dB) = —35 — 6 + 10 - 3 - 1og(200) + 47.4 dB = 75.4 dB.

2.6.2 Fresnel Zones

The dominant propagation paths are shown in Figure 2-20. The refracted
wave path arises because of density variations in the air producing a
permittivity profile that varies with height. The reflected wave from the
ground can be important if the ground is too close to the propagation path.
Both of these effects will be considered in this section.

The density variation of air resulting primarily from temperature
variation produces a variation in the index of refraction with height, as
shown in Figure 2-21(a). This results in beam bending so that the dominant
propagation path is the refracted wave path shown in Figure 2-20. The most
convenient way of accommodating beam bending is to use a curved-earth
model, as shown in Figure 2-21(b), so that subsequent calculations can use
LOS considerations.

As radio waves propagate they spread out, and in a plane perpendicular
to the direction of propagation, the power density of the radio waves
reduces with distance from the centerline. The spreading out is understood
from Huygens principle that every point of a propagating EM wave
reradiates in every direction. One of the consequences of this is that an
obstruction that is not in the LOS path can still interfere with signal
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Figure 2-21 Beam bending from density variation in air: (a) profile of refraction index in air with the
density of air reducing with height; (b) incorporating beam bending by using a curved-earth model.
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Figure 2-22 Fresnel zones in a plane perpendicular to a direct propagation path
which is a distance d long.

propagation. The appropriate clearance is determined from the Fresnel
zones, which are shown in Figure 2-22. The direct LOS path between the
antennas has a length d. If there is a reflecting object near the LOS path, then
there can be a second path between the transmit and receive antennas. The
path from the first antenna to the circle defined as the first Fresnel zone and
then to the second antenna has a path length d + \/2, and so at the receive
antenna this signal is 180° out of phase with the LOS signal and there will
be cancelation. The radius of the nth Fresnel zone at point P is

n/\d1d2
F, = , 2.46
V di +do (2.46)

where d; is the distance from the first antenna to P, d» is the distance from
the first antenna to P, and X is the wavelength of the propagating signal.
Ninety percent of the energy in the wave is in the first Fresnel zone. As an
example, if di = d» =5 km, F; = 17.66 m at 2.4 GHz. A guideline is that an
obstacle should be at a distance from the LOS path that is at least 60% of the
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Figure 2-23 Fast fading: (a) in time as a radio and obstructions move; and (b) in distance.

first Fresnel zone radius distance. A more conservative guideline is that it
should be at least one Fresnel zone distant.

Both beam bending and Fresnel zone clearance must be accounted for. In
Figure 2-21, 21, 22, and z3 are calculated Fresnel zone clearances and y, 2,
and ys3 are heights of obstacles adjusted to account for beam bending (i.e.,
straight-line path between antennas for a curved earth). In a point-to-point
communication system, antenna heights are adjusted so that the beam just
touches one or more Fresnel zone clearances.

2.6.3 Rayleigh Fading

Rayleigh fading, or fast fading, results from destructive cancelation as
individual paths drift in and out of phase as the receiver and sources of
multiple reflections, diffractions, and refractions move. Rayleigh fading is
named after the statistical model that describes it. The result is the amplitude
response shown in Figure 2-23(a). These are rapid fades and so are also
called fast fades. Similar fading occurs with distance, as shown in Figure
2-23(b). The fades occur over distances roughly 3\ apart.

In a fixed wireless system, Rayleigh fading is due to rapidly changing
atmospheric conditions, with the refractive index of small regions varying.
These fades occur over a few seconds. In a mobile wireless system, the
fast fades are principally due to movement of the mobile terminal unit
or moving reflection and diffraction objects. Slow variations come from
blockage and shadowing by large objects such as hills and buildings, as
for fixed wireless systems. The time interval between fades depends on
the speed of the mobile radio, but can be in the millisecond range. The
main strategy for overcoming the effects of the deep fades is to boost the
transmit power level by 10 to 15 dB. In the frequency domain, the fades
are about 1 MHz wide and almost independent of frequency for radios
operating from hundreds of begahertz to 100 GHz. Signals that are spread



90 MICROWAVE AND RF DESIGN: A SYSTEMS APPROACH

_»Dq_

Tl

J

Figure 2-24 Two receive antennas used to achieve space diversity and overcome
the effects of Rayleigh fading.

over a few megahertz, such as Code Division Multiple Access (CDMA)
(typically 1.23 MHz) and Wideband CDMA (WCDMA) (around 5 MHz)
are relatively immune to deep fades and so can operate at lower average
transmit power levels than communication systems with channels narrower
than a megahertz or so.

Fortunately Rayleigh fades are very short, last a small percentage of the
time, and slight changes to the propagation environment can circumvent
their effects. One strategy for overcoming fades is to use two receive
antennas as shown in Figure 2-24. Here the signals received by two antennas
separated by several wavelengths will rarely fade concurrently. One useful
strategy is to switch instant by instant to whichever has the best signal. In
practice, the required separation for good decorrelation is found to be 10 to
20X or 4 to 7 m at 800 MHz or 1.5 to 3 m at 1900 MHz. This space diversity
can be applied only on the receiving end of a link, so fading of the downlink
with a mobile handset cannot be easily overcome.

EXAMPLE 2. 7 Radiated Power Density

In free space, radiated power density drops off with distance d as 1/d”. However, in a
terrestrial environment there are multiple paths between a transmitter and a receiver, with
the dominant paths being the direct LOS path and the path involving reflection off the
ground. Reflection from the ground partially cancels the signal in the direct path, and in
a semiurban environment results in an attenuation loss of 40 dB per decade of distance
(instead of the 20 dB per decade of distance roll-off in free space). Consider a transmitter
that has a power density of 1 W-m~? at a distance of 1 m from the transmitter.

(a) The power density falls off as 1/d™, where d is distance and n is an index. What is n?

(b) At what distance from the transmit antenna will the power density reach 1 pW-m~=2?
(a) Power drops off by 40 dB per decade of distance. 40 dB corresponds to a factor of
10,000 (= 10%). So, at distance d, Py = k/d" (k is a constant).
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Solution:

At a decade of distance, 10d, Piog = k/(10d)™ = P,/10000, i.e., i =

7 10ndn

10™ = 10,000 = n = 4.
Note: P; is power density.

(a) Power drops off by 40 dB per decade of distance. 40 dB corresponds to a factor of

10,000 (= 10%). So, at distance d, Py = k/d" (k is a constant).
At a decade of distance, 10d, Pioq = k/(10d)™ = P,/10000 ,
ie., [gagr = o0 2 10" = 10,000 = n = 4.
Note: P; is power density.

(b) Atd=1m, Py=1W -m 2
At a distance =z,

9 k o k
P, =1uW - m :Fm :F
o L andso x =31.6m.

10—6

2.6.4 Radio Link Reciprocity

The path loss between two antennas is exactly the same in both directions
when the frequency of the signal in each direction is the same. This is radio
link reciprocity. However, nearly all communication systems use different
frequencies in the two directions, and so the links are not reciprocal.
Also, in a mobile environment, the link will change with time, generally
significantly over a few milliseconds, as the source of obstructions moves.
The link characteristics in point-to-point links change much more slowly,
with localized pockets of high-density air, humidity, and rainfall causing
the main changes. In a cellular environment, the more significant impact is
the variation in background noise level. Most of the noise is generated by
other radios, and while this does not impact link loss, it does require signal
power levels to be boosted to maintain the signal level relative to the level
of noise and interference.

2.6.5 Propagation Model

Radio frequency propagation in the mobile environment can only be
described statistically. One of the models is the Okumura-Hata model [17],
which calculates the path loss as

Lpatu(dB) = 69.554+26.16 log f13.82log h+(44.96.55 log h)-log d+c¢, (2.47)

where f is the frequency (in MHz), d is the distance between the base station
and terminal (in km), H is the effective height of the base station antenna (in
m), and ¢ is an environment correction factor (¢ = 0 dB in a dense urban area,
¢ = —5dB in an urban area, c = —10 dB in a suburban area, and ¢ = —17 dB
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Figure 2-25 A cellular radio system with a trisector antenna, such as in Figure 2-26,
showing the area of possible interference as a shaded region.

in a rural area).

More sophisticated characterization of the propagation environment
uses ray-tracing models to follow individual propagation paths. The ray-
tracing models are based on deterministic methods using terrain data path
profile calculations accounting for obstruction and reflection analyses. Each
refraction and reflection event is characterized either experimentally or
through detailed EM simulations. Appropriate algorithms are applied for
best compliance with radio physics. Commonly required inputs to these
models include frequency, distance from the transmitter to the receiver;
effective base station height, obstacle height and geometry, radius of the
first Fresnel zone, forest height/roof height, distance between buildings,
arbitrary loss allowances based on land use (forest, water, etc.), and loss
allowance for penetration of buildings and vehicles.

2.7 Radio Link Interference

Radio systems using the same channel are geographically spaced to control
interference. In a cellular system, the coverage areas are arranged in cells
represented by the hexagons in Figure 2-25. The actual shape of the cells is
influenced by obstructions such as hills and buildings, but the hexagonal
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Figure 2-26 Base station tri-sector antenna with separate transmit and receive in: (a) normal

configuration; and (b) look down mode. antennas.

shape is used to convey geographic partitioning. In a cellular system the
cells are arranged in clusters such as the 3-, 7-, and 12-cell clusters shown,
and the total number of channels available is divided among the cells in
a cluster with the full set of frequency channels repeated in each cluster.
The size of the clusters is the major component of what is called the
frequency reuse plan. So a three-cell cluster has a spacing of approximately
one cell diameter to the next cell using the same frequency channels. The
signal level transmitted from the original cell will interfere with the signal
in its corresponding cell in adjacent clusters. The level of interference is
reduced with 7-cell and then 12-cell clusters. There is also background noise
coming from cosmic sources as well as artificial sources, but in a cellular
system, interference from other radios operating in the same system tends
to dominate.

The use of directional antennas at the base station increases the SIR. The
interference pattern obtained using a trisector antenna (each segment of the
antenna providing 120° of coverage) is shown in Figure 2-25. The trisectorial
antenna can be arranged so that the transmit and receive antennas are
separated (see Figure 2-26(a)), and can also be arrange to tilt the coverage
toward the ground, as shown in Figure 2-26(b). It is also possible to have
smaller cells (achieved possibly by relatively low-power transmissions) to
provide higher levels of coverage at critical regions such as intersections
of roads, as shown in Figure 2-27. These smaller cells are referred to as
microcells or picocells.

Antennas with higher-order sectoring are also used. Figure 2-28 is a four-
section (or quadrasectional) antenna providing better coverage at a road
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Figure 2-27 Nested cells using sectored antennas in combination with conventional
antennas to provide a microcell boosting capacity.

MICROCELL

CELL

Figure 2-28 Quadrasectional antenna and additional coverage at an intersection.

intersection, which naturally lends itself to division by four. With such an
antenna, more users can be supported, but more importantly there would
be much lower handoff from one sector to the next. An extreme situation
occurs with Wide Wireless Area Networks (WWANSs) where 12 sectors or
more are being used, but in this case the terminals are usually not mobile
and sector-to-sector handoff is relatively low.
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Figure 2-29 A three-cell cluster with a mobile unit at the edge of a cell.

EXAMPLE 2. 8 Cellular Interference

In a cellular system, a signal is intentionally transmitted from a base station nominally
located in the center of a cell to a mobile unit in the same cell. However, nearby transmitters
using the same channel cause interference. In Figure 2-29, a mobile unit is located at the edge
of a cell and uses frequency channel A. Many nearby transmitters also operate using channel
A and the six nearest transmitters can be considered as causing significant interference.
Consider that the mobile unit is a distance r from its cell’s transmitter along the line
connecting two channel A base stations; that the transmitters all operate at the same power
level; and that the distance between base stations operating using channel A is 3r. This
three-cell cluster operates in a suburban area and the power density drops off with distance
d as 1/d* due to multipath effects. What is the SIR at the mobile unit? Express your answer
as both a power ratio and in decibels.

Solution:

There are seven close towers transmitting signals on the same channel. Call these A;-A7 .
A is the desired signal and A>—A7 are interferers. The distances from the transmitters to the
mobile units are d1-d7, and the powers from the transmitters received at the mobile unit are

P —Pxr.
A2. .A7
3r
A3. Al o . M .AG
o T =
! !
M=mobile unit A4 * * A =

A=transmitters
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The SIR is
P

SIR = .
P+ P+ Py + Ps + Pr

This problem requires us to determine da—d7. We know that d; = r. Also, the distance from
Asto A7is3r.Now ds = 3r +r =4r, ds =3r —r =2r.

Consider ds:

1
Similarly, dr = ds = [(1.5 — 1)> +2.6%] /2 = 2.648r

di\’®
Pyp, = (d_3> = Y3 6073 = 0.0213 = Pi/p,

di\?
Prip, = (d_7> =1/ 6483 = 00539 = P/p,

3
Py = (%) = 1/13 = 0.0156

3
Pojp = (%) = L3 = 0.1250

SIR = (0.0213 + 0.0156 + 0.0213 + 0.0539 + 0.1250 + 0.0539)71 = 3.44 = 5.36 dB.

2.8 Summary

This chapter provided an overview of radio signal propagation. The aim
was to provide a broad perspective of the signaling environment and the
impact on signal level and SIR levels. This is part of what drives the
design of communication systems. The environment impacts RF design by
determining the standards to which they must be designed.
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2.9 Exercises

1. The output stage of an RF front end consists receive antenna is 3 cm?. If the power input to

of an amplifier followed by a filter and then
an antenna. The amplifier has a gain of 27 dB,
the filter has a loss of 1.9 dB, and of the power
input to the antenna, 35% is lost as heat due to
resistive losses. If the power input to the am-
plifier is 30 dBm, calculate the following: [Par-
allels the example on Page 838.]

(a) What is the power input to the amplifier
in watts?

(b) Express the loss of the antenna in dB.

(c) Express the gain of the antenna in dB.

(d) What is the total gain of the RF front end
(amplifier + filter + antenna)?

(e) What is the total power radiated by the
antenna in dBm?

(f) What is the total power radiated by the
antenna in mW?

. The output stage of an RF front end consists
of an amplifier followed by a filter and then
an antenna. The amplifier has a gain of 27 dB,
the filter has a loss of 1.9 dB, and of the power
input to the antenna, 45% is lost as heat due to
resistive losses. If the power input to the am-
plifier is 30 dBm, calculate the following:

(a) What is the power input to the amplifier
in watts.

(b) Express the loss of the antenna in deci-
bels?

(c) What is the total gain of the RF front end
(amplifier + filter + antenna)?

(d) What is the total power radiated by the
antenna in dBm?

(e) What is the total power radiated by the
antenna in milliwatts?

. Consider a point-to-point communication sys-
tem. Parabolic antennas are mounted high on
a mast so that ground effects do not exist, thus
power falls off as 1/d?. The gain of the trans-
mit antenna is 20 dB and the gain of the re-
ceive antenna is 15 dB. The distance between
the antennas is 10 km. The effective area of the

the transmit antenna is 600 mW, what is the
power delivered at the output of the receive
antenna?

. Consider a 28 GHz point-to-point com-

munication system. Parabolic antennas are
mounted high on a mast so that ground ef-
fects do not exist, thus power falls off as 1/d”.
The gain of the transmit antenna is 20 dB and
the gain of the receive antenna is 15 dB. The
distance between the antennas is 10 km. If
the power output from the receive antenna is
10 pW, what is the power input to the transmit
antenna?

. In the figure below there are two transmitters,

Tx1 and Txz, operating at the same power
level, and one receiver, Rx. Txz is an inten-
tional transmitter and its signal is intended to
be received at Rx. Tx; uses the same frequency
channel as Txs, but it transmits an interfering

signal. [Parallels Example 2.1 on Page 62.]
Tx1

(a) Assume that antennas are omnidirec-
tional (they receive and transmit a signal
equally from and to all directions) and,
being in a semiurban area, that the trans-
mitted power density drops off as 1/d*,
where d is the distance from the transmit-
ter. Calculate the SIR at Rx. Express your
answer in decibels.

(b) Now consider a directional antenna at
Rx while the transmit antennas remain
omnidirectional antennas. The antenna at
Rx is directed toward the transmitter Txo
and the antenna gain is 6 dB. In the direc-
tion of Tx; the effective antenna gain is
—3 dB. Now recalculate the SIR. Express
your answer in decibels.
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6. On a resonant antenna, a large current is es-

tablished by creating a standing wave. The
current peaking that thus results establishes a
strong electric field (and hence magnetic field)
that radiates away from the antenna. A typical
dipole loses 15% of the power input to it as re-
sistive (I*R) losses and has an antenna gain
of 10 dB measured at 50 m. Consider a base
station dipole antenna that has 100 W input
to it. Also consider that the transmitted power
density falls off with distance d as 1/d°. Hint,
calculate the power density at 50 m. [Parallels
Example 2.3 on Page 78.]

(a) What is the input power in dBm?

(b) What is the power transmitted in dBm?

(c) What is the power density at 1 km? Ex-
press your answer as W/m?.

(d) What is the power captured by a receive
antenna (at 1 km) that has an effective an-
tenna aperture of 6 cm?? Express your an-
swer in first dBm and then watts.

(e) If the background noise level captured by
the antenna is 1 pW, what is the SNR in
decibels? Ignore interference that comes
from other transmitters.

. Stacked dipole antennas are often found at the
top of cellphone masts, particularly for large
cells and operating frequencies below 1 GHz.
These antennas have an efficiency that is close
to 90%. Consider an antenna that has 40 W of
input power, an antenna gain of 10 dB, and
transmits a signal at 900 MHz.

(a) What is the EIRP in watts?

(b) If the power density drops as 1/d*, where
d is the distance from the transmit tower,
what is the power density at 1 km if the
power density is 100 mW/m? at 10 m?

. Consider an 18 GHz point-to-point com-
munication system. Parabolic antennas are
mounted on masts and the LOS between the
antennas is just above the tree line. As a re-
sult, power falls off as 1/ d®, where d is the
distance between the antennas. The gain of
the transmit antenna is 20 dB and the gain
of the receive antenna is 15 dB. The antennas
are aligned so that they are in each other’s

main beam. The distance between the anten-
nas is 1 km. The transmit antenna is driven
by a power amplifier with an output power
of 100 W. The amplifier drives a coaxial cable
that is connected between the amplifier and
the transmit antenna. The cable loses 75% of
its power due to resistive losses. On the re-
ceive side, the receive antenna is directly con-
nected to a masthead amplifier with a gain of
10 dB and then a short cable with a loss of 3 dB
before entering the receive base station.

(a) Draw the signal path.

(b) What is the loss and the gain of the trans-
mitter coaxial cable in decibels?

(c) What fraction of the power input to the
receive coaxial cable is lost in the receive
cable? Express your answer as a percent-
age.

(d) Express the power of the transmit ampli-
fier in dBW and dBm.

(e) What is the propagation loss in decibels?

(f) Determine the total power delivered to
the receive base station. Express you an-
swer in watts.

. Consider a point-to-point communication sys-

tem. Parabolic antennas are mounted high on
a mast so that ground effects are minimal.
Thus power density falls of as 1/d** where d
is the distance from the transmitter. The gain
of the transmit antenna is 15 dB and the gain
of the receive antenna is 12 dB. These gains are
normalized to 1 m. These antenna gains are
normalized to a distance of 1 m. The distance
between the antennas is 15 km. The output
power or the receive antenna must be 1 pW?
The RF frequency is 2 GHz; treat the receive
and transmit antennas as lossless.

(a) What is the received power in dBm?
(b) What is the path loss in decibels?
(c) What is the link loss in decibels?

d) Using the link loss, calculate the input
g p
power, Pr, of the transmitter. Express the
answer in dBm.

(e) What is the aperture area of the receiver
in square meters?
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(f) Determine the radiated power density at
the receiver in terms of the transmitter
input power. That is, if Pr is the power
input to the transmit antenna, determine
the power density, Pp, at the receive an-
tenna where Pp = zPr. What is z in
units of m~2?

(g) Using the power density calculation and
the aperture area, calculate Pr in watts.
This should be the same as the answer
you calculated in part (c).

(h) What is Pr in dBm?
(i) What is the total power radiated by the
transmit antenna in dBm?

10. Describe the following concepts and, if appli-

cable, the reason behind their usage.

(a) Rayleigh fading.

(b) Wireless LAN systems are operating at
24 GHz and 56 GHz and systems
are being developed at 40 GHz and
60 GHz. Contrast the performance of
these schemes inside a building in terms
of range and explain your answer.

(c) At 60 GHz the atmosphere strongly at-
tenuates a signal. Discuss the origin of
this attenuation and indicate an advan-
tage and a disadvantage of this property.

11. A transmitter and receiver operating at 2 GHz

are at the same level, but the direct path be-
tween them is blocked by a building and the
signal must diffract over the building for a
communication link to be established. This is
a classic knife-edge diffraction situation. The

12.

13.

transmit and receive antennas are separated
from the building by 4 km and the building
is 20 m higher than the antennas (which are at
the same height). Consider that the building is
very thin. It has been found that the path loss
can be determined by considering loss due to
free-space propagation and loss due to diffrac-
tion over the knife edge.

(a) What is the additional attenuation (in
decibels) due to diffraction?

(b) If the operating frequency is 100 MHz,
what is the attenuation (in decibels) due
to diffraction?

(c) If the operating frequency is 10 GHz,
what is the attenuation (in decibels) due
to diffraction?

A hill is 1 km from a transmit antenna and
2 km from a receive antenna. The receive and
transmit antennas are at the same hight and
the hill is 200 m above the height of the an-
tennas. What is the additional loss caused by
diffraction over the top of the hill? Treat the
hill as causing knife-edge diffraction.

A transmit antenna and a receive antenna are
separated by 10 km.

(a) What is the radius of the first Fresnel
zone?

(b) What is the radius of the second Fresnel
zone?

(c) To ensure LOS propagation, what should
the clearance be from the direct line
between the antennas and obstructions
such as hills and vegetation?
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3.1 Introduction

Radio frequency systems drive the requirements of microwave and RF
circuits and the capabilities of RF and microwave circuits fuel the evolution
of RF systems. This relationship has become more intertwined, requiring
communication engineers and circuit designers to have a broad appreciation
of technology, communication principles, and circuit attributes. In this
chapter we explore the development of RF systems, addressing principally
the relationship of circuits and communications. Similar relationships have
evolved for radar used in detection and ranging. Other radio systems
are used in navigation, astronomy (radio telescopes), and heating (e.g.,
microwave ovens). The history of RF communications has led to the current
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mode of operation, allocating a narrow slice of EM spectrum to one or a
few users. This has dictated the need for stable oscillators and high-rejection
filters, for example.

3.2 Communication Over Distance

Communicating using EM signals has been an integral part of society since
the transmission of the first telegraph signals over wires in the early 19th
century. This development derived from an understanding of magnetic
induction based on the experiments of Faraday! in 1831 [18] in which he
investigated the relationship of current and magnetic field.

3.2.1 Telegraph

While traveling by ship back to the United States from Europe in 1832,
Samuel Morse learned of Faraday’s experiments and conceived of an EM
telegraph®. He sought out partners in Leonard Gale, a professor of science
at New York University, and Alfred Vail, “skilled in the mechanical arts,”
who constructed the telegraph models used in their experiments. In 1835
this collaboration led to an experimental version transmitting a signal
over 16 km of wire. Morse was not alone in imagining an EM telegraph,
and in 1837 Charles Wheatstone opened the first commercial telegraph
line between London and Camden Town, England, a distance of 2.4 km.
Subsequently, in 1844, Morse designed and developed a line to connect
Washington, DC, and Baltimore, Maryland. This culminated in the first
public transmission on May 24, 1844, when Morse sent a telegraph message
from the Capitol in Washington to Baltimore. This event is recognized as
the birth of communication over distance using wires. This rapid transition
from basic research (Faraday’s experiment) into electromagnetism to a
fielded transmission system has been repeated many times in the evolution
of wireless technology.

The early telegraph systems used EM induction and multicell batteries
that were switched in and out of circuit with the long telegraph wire
to create pulses of current. We now know that these current pulses
created magnetic fields that propagated along the wire together with an
accompanying electric field. In 1840 Morse applied for a U.S. patent for
“Improvement in the Mode of Communicating Information by Signals
by the Application of Electro-Magnetism Telegraph” which described
“lightning wires” and “Morse code.” By 1854, 37,000 km of wire crossed
the United States, and had a profound effect on the development of the
country. Railroads made early extensive use of telegraph and a new industry
was created. In the United States the telegraph industry was dominated

1 Faraday’s name is immortalized in the Farad, the unit of capacitance.

2 Morse had been studying art; he taught art at New York University.
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Table 3-1 International Morse code.

| Symbol [ Code | Symbol | Code |
1 T
2 J
3 - K |-.-
4 - L -
R M| --
6 |- N |-
7 -- o |---
8 | --- p -
9 |---- Q |--.-
0 | ----- R -
A - S
B |- T |-
c | -.- U ;
D |- v -
E w -
F - X |-
G |-- Y |-.--
H z | --

by Western Union (the name coming from uniting the western and eastern
telegraphs), which became one of the largest companies in the world. Just
as with the telegraph, the history of wired and wireless communication has
been shaped by politics, business interests, market risk, entrepreneurship,
and patent ownership as much by the technology itself.

The first telegraph signals were just short bursts and slightly longer
bursts of noise using what is known as Morse code in which sequences
of dots, dashes, and pauses represent numbers and letters (Table 3-1).3 The
speed of transmission was determined by an operator’s ability to key and
recognize the codes. Information transfer using EM signals in the late 19th
century was therefore about 5 bits per second (5 bps). Morse himself
achieved 10 words per minute. It was not long before telegraph signals were
sent wirelessly. By the end of the 19th century, wireless telegraph signals

3 Morse code uses sequences of dots, dashes, and spaces to represent 26 letters and 10
numbers. The time of a dash (or “dah”) is three times the length of a dot (or “dit”). An
“L” is a long dash equal in length to one dot-one dash. For zero, either the code for “O” or
for “T” is used. Between letters there is a small gap. For example, the Morse code for PIis “.—.
..”” . Between words there is a slightly longer pause and between sentences an even longer
pause. Table 3-1 lists the International Morse code adopted in 1848. The original Morse code
developed in the 1830s is now known as “American Morse code” or “Railroad code.” The
‘Modern International Morse Code’ extends the International Morse code with dot-dash
sequences for non-English letters and special symbols.
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were being sent over considerable distances, but there were a handful of
transmitters and receivers in just a few countries in the world. Much has
happened since, with now more than four billion individuals* on the planet
regularly transmitting information wirelessly at bit rates of 10 thousand bits
per second (kbps), and many much higher (up to 2 million bits per second
(Mbps) or so), over long distances.

Individuals use transmitters and receivers that can be smaller than an
infants hand, contain hundreds of millions of transistors, and provide
wireless connectivity in nearly any location. Many hundreds of millions of
people also transmit data over Wireless Local Area Networks (WLANS)
and Wireless Metropolitan Area Networks (WMANSs) at speeds exceeding
50 Mbps. The history of radio communications has been remarkable and
nearly every aspect of electrical engineering has been involved. The most
important factor of all, at least in the last few decades which have seen
explosive growth, is that consumers are prepared to part with a large
portion of their income to have untethered connectivity. This overwhelming
desire for ubiquitous communication surprised even the most optimistic
proponents of personal wireless communication. The growth of wireless has
also led to clear productivity gains in industry. Wireless communication is
now a significant part of every country’s economy and governments are
very involved in setting standards and protecting the competitiveness of
their own industries.

3.2.2 The Origins of Radio

Morse discovered that he could send pulses along a pair of wires by
connecting and disconnecting a battery coupled to a coil to send pulses
that were detected at a distance by a galvanometer completing the wired
circuit. In the 1850s Morse began to experiment with wireless transmission,
but this was still based on the principle of conduction. He used a flowing
river, which as we now know, is a medium rich with ions, to carry the
charge. He set up a series connection of a metal plate, a battery, a Morse
key, and a second metal plate. This formed the transmitter circuit. The metal
plates were inserted into the water and separated by a distance considerably
greater than the width of the river. On the other side of the river, metal
plates were placed directly opposite the transmitter plates and this second
set of plates was connected by a wire to a galvanometer in series. This
formed the receive circuit, and electric pulses established by the transmitter
resulted in the charge being “transmitted” across the river by conduction
and the pulses subsequently detected by the galvanometer. This was the
first wireless transmission using electromagnetism.

Morse relied entirely on conduction to achieve wireless transmission and

4 The number of cellular phone subscribers passed the 4 billion mark in 2008.
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we now know that we need alternating electric and magnetic fields to
propagate information over distance without change carriers. The next steps
in the progress to radio were experiments in induction. These culminated in
an experiment by Loomis described on the historical marker at Beorse Deer
Mountain, Virginia, US: “Forerunner of Wireless Telegraphy - From nearby
Bear’s Den Mountain to the Catoctin Ridge, a distance of fourteen miles,
Dr. Mahlon Loomis, dentist, sent the first aerial wireless signals, 1866-73,
using kites flown by copper wires. Loomis received a patent in [July] 1872
[For Improvements in Telegraphing].” The transmitter kite had a Morse key
at the ground end and an electric potential would have been developed
between the ground and the kite itself. Closing the key resulted in current
flow along the wire and this created a magnetic field circulating around the
wire. The magnetic fields spread out and induced a current in the receive
kite and this was detected by a galvanometer.

Loomis, in 1865, is believed to have been the first to achieve
nonconducting EM wireless communication. But this was not radio. Loomis
mistakenly believed that there was a conduction layer in the upper
atmosphere and that this completed his circuit. This was the effect that he
was trying to exploit, but we know that the kite acquired a high potential
from the surrounding clouds. When the wire to ground was closed, current
flowed; that is, the current in one wire was producing a large magnetic
field that induced current in the receive wire. However, there is not much
electric field produced and an EM wave is not transmitted. As such, the
range of this system is very limited. Practical wireless communication
requires something more than induction, it needs an EM wave at a high-
enough frequency that it can be efficiently generated by short wires; such a
frequency is known as RF.

About the same time as Loomis’ induction experiments, in 1864, James
Maxwell [19] laid the foundations of modern EM theory in his work, A
Treatise on Electricity and Magnetism [20]. Maxwell theorized that electric
and magnetic fields are different manifestations of the same phenomenon.
The revolutionary conclusion is that if they are time varying then they
would travel through space in a wave.® This insight was accepted almost
immediately by many people and initiated a large number of endeavors in
several related fields: in induction, in the generation of an oscillating signal,
and in electromagnetism in general. The period of 1875 to 1900 was a period
of tremendous innovation in wireless communication. On November 22,
1875, Edison observed EM sparks. Previously sparks were considered to be
an induction phenomenon, but Edison thought that he was producing a new
kind of force, which he called the etheric force. He believed that this would
enable communication without wires. To put this in context, the telegraph

5 A copy of a biography of Maxwell, written in 1882 by Lewis Cambell, can be downloaded

from the Sonnet Web site: www.sonnetusa.com under “products.”
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was invented in the 1830s and the telephone was invented in 1876.

The next stage leading to radio was orchestrated by D.E. Hughes
beginning in 1879. Hughes experimented with a spark gap and reasoned
that in the gap there was a rapidly alternating current and not a single,
unidirectional constant current as others of his time believed. The electric
oscillator was born. The spark gap transmitter was augmented with a
clockwork mechanism to interrupt the transmitter circuit and produce
pulsed radio signals. He used a telephone as a receiver and walked around
London and detected the transmitted signals over distance. Hughes noted
that he had good reception at 180 feet. Hughes publicly demonstrated his
“radio” in 1870 to the Royal Society, but the eminent scientists of the society
determined that the effect was simply due to induction. This discouraged
Hughes from going any further. However, Hughes has a legitimate claim
to having invented radio, mobile digital radio at that, and probably was
transmitting pulses on a 100 kHz or slightly higher carrier. In Hughes’ radio
the RF carrier was produced by the spark gap oscillator and the information
was coded as pulses. It was a small leap to move from the clockwork RF
pulse generator to a Morse key-based pulsing system.

The invention of practical radio can be attributed to many people,
beginning with Heinrich Hertz, who in the period from 1885 to 1889
successfully verified the essential prediction of Maxwell’s equations that
EM energy could propagate through the atmosphere. Hertz was much more
thorough than Hughes and his results were widely accepted. In 1891 Tesla
developed what we now call the Tesla coil, which is a transformer with a
primary and a secondary coil, one inside the other. When one of the coils
is charged, a large voltage is produced across the terminals of the other
coil. Tesla pursued the application of his coils to radio and realized that the
coils could be tuned so that the resulting resonance greatly amplified a radio
signal.

The next milestone was the establishment of the first practical radio
system by Marconi, with experiments beginning in 1894. Oscillations were
produced in a spark gap which were amplified by a Tesla coil. The work
culminated in the transmission of telegraph signals across the Atlantic (from
Ireland to Canada) by Marconi in 1901. In 1904, crystal radio kits to detect
wireless telegraph signals could be readily purchased.

Spark gap transmitters could only send pulses of noise and not voice.
One generator that could be amplitude modulated, the simplest way to
modulate with a time-varying signal, was an alternator. At the end of
the 19th century, readily available alternators produced a 60 Hz signal.
Reginald Fessenden attempted to make a higher-frequency alternator and
the best he achieved operated at 1 kHz. Fessenden realized that Maxwell’s
equations indicated that radiation increased dramatically with frequency
and so he needed a much higher frequency signal source. Under contract,
General Electric developed a 2 kW, 100 kHz alternator designed by Ernst
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Figure 3-1 Waveform and spectra of simple modulation schemes: (a) Amplitude

Modulation (AM); and (b) Amplitude Shift Keying (ASK) modulation. The
modulating signal is called the baseband signal.

Alexanderson. With this alternator, the first radio communication of voice
occurred on December 23, 1900, in a transmission by Fessenden from an
Island in the Potomac River, near Washington, DC. Then on December 24,
1906, Fessenden transmitted voice from Massachusetts to ships hundreds
of miles away in the Atlantic Ocean. This milestone is regarded as the
beginning of the radio era.

Marconi subsequently purchased 50 and 200 kW Alexanderson alterna-
tors for his trans-atlantic transmissions. Marconi was a great integrator of
ideas, with particular achievements being the design of transmitting and
receiving antennas that could be tuned to a particular frequency and the
development of a coherer to improve detection of a signal.

3.2.3 Early Radio

Early radio systems were based on modulating an oscillating carrier either
using pulsing in the case of Morse code—this modulation scheme is called
Amplitude Shift Keying (ASK)—or Amplitude Modulation (AM), in the
case of voice transmission. The waveforms and spectra of these modulation
schemes are shown in Figure 3-1. The information is contained in the
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baseband signal, which is also called the modulating signal. The spectrum
of this signal extends to DC or perhaps down to a roll-off at a low frequency.
The carrier is a single sinewave and contains no information. The carrier is
varied by the baseband signal to produce the modulated signal. In general,
there are many cycles of the carrier relative to variations of the baseband
signal so that the bandwidth of the modulated signal is relatively small
compared to the bandwidth of the carrier.

AM and ASK radios are narrowband communication systems (they use
a small portion of the EM spectrum), so to avoid interference with other
radios it is necessary to search for an open part of the spectrum to place
the carrier frequency. At first, there was little organization and a listener
needed to search to find the desired transmission. The technology of the
day necessitated this anyway, as the carrier would drift around since it
was then not possible to build a stable oscillator. It was not until the
Titanic sinking in 1912 that regulation was imposed on the wireless industry.
Investigations of the Titanic sinking concluded that most of the lives lost
would have been saved if a nearby ship had been monitoring its radio
channels and if the frequency of the emergency channel was fixed and
not subject to interference by nonemergency radios. However, a second
ship, but not close enough, did respond to Titanic’s “SOS” signal.® A
result of the investigations was the Service Regulations of the 1912 London
International Radiotelegraph Convention. In the United States this led to
the Act to Regulate Radio Communication, passed on August 13, 1912.
Similar regulations were adopted by governments around the world. These
early regulations were fairly liberal and radio stations were allowed to use
radio wavelengths of their own choosing, but restricted to four broad bands:
a single band at 1500 kHz for amateurs; 187.5 to 500 kHz, appropriated
primarily for government use; below 187.5 kHz for commercial use, mainly
for long-distance communication because of the excellent ground wave
effect;” and 500 kHz to 1500 kHz, also a commercial band. Subsequent years
saw more stringent assignment of narrow spectral bands and assignment
of channels. The standards and regulatory environment for radio were
set—there would be assigned bands for particular purposes. Very quickly
strong government and commercial interests struggled for exclusive use
of particular bands and thus the EM spectrum developed considerable
value. Entities “owned” portions of the spectrum either through a license or
through government allocation. It did not matter how efficiently the bands
were used, and now, overall, the spectrum utilization is quite low even
though spectrum allocation is almost 100% up to the tens of gigahertz range.

SOS is used in an emergency as the Morse code for SOS is easily recognizable.

The ground wave effect is when propagating EM signals above ground have a portion of
their energy in the skin of the earth. The ground wave effect is more pronounced at lower
frequencies where the propagating EM signals bend to follow the earth’s curvature.
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RF hardware design, and the competitive positioning of RF companies, is
intricately entwined with the regulatory environment.

While most of the spectrum is allocated, there are several open bands
where licenses are not required. The instrumentation, scientific, and
medical (ISM) bands at 2.4 and 5.8 GHz are examples. Since these
bands are loosely regulated, radios must cope with potentially high levels
of interference. Many modulation and spectrum utilization schemes are
being used with the aim of maximizing the use of spectrum and coping
with interference. This is driving the evolution of RF hardware, as well
as different bands in various countries, the need to support multiple
standards, and the need to efficiently support various data rates ranging
from approximately 10 kbps (for voice) to 2 Mbps for video (albeit on a small
screen). Service providers® project increasing demand for ever higher data
rates.

3.2.4 Radio Frequency Design

A radio device, be it a radar, sensor, or communicator, is comprised
of several key reasonably well-defined units. By frequency we have
baseband, IF, and RF partitions. In a typical device, the information—either
transmitted or received, bits or analog waveforms—is fully contained in
the baseband unit. In the case of digital radios, the digital information
originating in the baseband DSP is converted to an analog waveform
typically using a DAC. When the basic information is analog, say a voice
signal in analog broadcast radios, the information is already a baseband
analog waveform. This analog baseband signal can have frequency
components that range from DC to hundreds of kilohertz or megahertz.
However, the baseband signal can range from DC to gigahertz in the case
of some radars and point-to-point links that operate at tens of gigahertz.
The RF hardware interfaces the external EM environment with the rest of
the phone. The information that is represented at baseband is translated
to a higher-frequency signal which can more easily propagate and for
which antennas can be more easily built with manageable sizes. Thus the
information content is generally contained in a narrow band of frequencies
centered at the RE The information content generally occupies a relatively
small slice of the EM spectrum. We use the term generally, as it is not strictly
necessary that communication be confined to a narrow band: that is, narrow
in percentage terms relative to the RE. The trade-offs in choice of RF are that
lower-frequency EM signals require large antennas, typically one-quarter
to one-half wavelength long, but propagate over long distances and tend
to follow the curvature of the earth. AM broadcast radio stations operate
around 1 MHz (where the wavelength, ), is 300 m) using transmit antennas

8 Service provider is the term given to operators of a cellular phone system, for example.
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that are 100 m high or more, but good reception is possible at hundreds
of kilometers from the transmitter. At higher frequencies, antennas can be
smaller, a much larger amount of information can be transmitted with a
fixed fractional bandwidth, and there is less congestion. An antenna at
2 GHz (where A = 15 c¢m) is around 7 cm long (and smaller when folded
or coiled), which is a very convenient size for a hand-held communicator.
The concept of an IF is related to the almost universal architecture of
transmitters in the 20th century when baseband signals were first translated,
or heterodyned, to a band around an IF before a second translation to a
higher RF frequency. Initially the IF was just above the audible range and
was known as the supersonic frequency (hence this conversion scheme
is known as superheterodyne conversion or just superhet). The same
progression applies in reverse in a receiver where information carried at
REF is first translated to IF before finally being converted to baseband. This
architecture resulted in near optimum noise performance and relatively
simple hardware, particularly at RF, where components are much more
expensive than at lower frequencies.

The above discussion is a broad description of how radios work. There
are many qualifications, as there are many evolving architectures and
significant rethinking of the way radios can operate. Architectures and basic
properties of radios are trade-offs of the capabilities of technologies, signal
processing capability, cost, market dynamics, and politics.

3.3 Wireless Standards

The worldwide demand for wireless systems has led to a plethora of
standards and different types of systems. Contrary to what would be
expected, evolving standards are increasing the diversity of RF systems
rather than leading to the adoption of a few communication formats.
In addition to the enormous pressure resulting from the expansion of
communications, wireless networks, RF-based sensor systems, and radar
are pushing the limits of RF and microwave design. This is partly a result
of the maturity of high-volume RF systems and the opportunities provided
by Very-Large Scale Integration VLSI, mixed-signal circuits, algorithmic
advances, and advances in digital signal processing. New mobile phones
are becoming universally ubiquitous communicators supporting multiple
wireless communications standards, including WiFi, Bluetooth, and WiMax,
as well as multiple cellular bands and standards.

One trend is that systems are designed reflecting the capabilities of RF
hardware. Similarly an understanding of systems is required to understand
the specifications for RF hardware. This is particularly important, as the
actual performance required is often not directly related to the specifications
developed by system designers. For example, one of the most important
characteristics of digital radio systems is the Bit Error Rate (BER). The
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BER is a quantity that cannot be determined until the components of a
system are integrated. Thus in the design of subsystems, indirect measures
such as intermodulation distortion IMD (referring to the generation of
spurious signals when discrete tones’ are applied to the subsystem) are
specified. The relationship between (IMD) and BER is weak. Clearly
higher IMD tends to indicate a higher BER for the same technology, but
the relative performance of different technologies cannot be evaluated
this way. One way of addressing levels of IMD that are too high is to
use additional filtering. This however can result in additional in-band
distortion and increased BER. Thus the essential system design problem
is developing sufficient and tractable criteria that enable subsystems to be
locally designed.

3.4 Conventional Wireless Communications

Up until the mid-1970s most wireless communications were based
on centralized high-power transmitters, often operating in a wide-area
broadcast mode, and reception (e.g., by a television or radio unit) was
expected until the signal level fell below the noise threshold or several
multiples of power above it.!> Many systems still operate in this mode.
These systems are particularly sensitive to interference, therefore systems
transmitting at the same frequency are geographically separated so that the
signals fall below the background noise threshold before there is a chance
to interfere with a neighboring system operating at the same frequency.
This situation is illustrated in Figure 3-2. Here there are a number of
base stations (BSs), each operating at a frequency (or set of frequencies)
designated by numerals referring to the frequency of operation which we
will correspondingly designate as fi, fo, etc. The coverage by two base
stations both operating at the frequency fi are highlighted, indicating
the geographical region over which the signals are above the minimum
detectable signal threshold. The regions of acceptable signal reception are
small, as the signals must be several factors above the noise level for
reasonable reception. The frequency reuse factor of these types of systems
is low, as there is a large geographical area where there is no reception at
a particular frequency. The coverage area will not be circular or constant
because terrain is not flat, signals are blocked by and reflected from
buildings, and background noise levels vary during the day and from
season to season as vegetation coverage changes. Allowances must be made
in the allocation of broadcast areas to account for the changing coverage

9 A tone is a continuous wave (CW) signal or sinewave.

10 This discussion refers to conventional analog radio and television broadcasts using
amplitude and frequency modulation. The situation is different with digital radio and
television broadcasts, as error correction codes enable stations to be placed much closer
together.
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Figure3-2 Interference in a conventional radio system. The two transmitters, 1, are
at the centers of the coverage circles.

level. At the same time, it is necessary, in conventional radio, for the
coverage area to be large so that reception, particularly for mobile devices,
is continuous over a region corresponding to metropolitan-size areas.

Conventional consumer-oriented wireless systems have been available for
some time with wireless telephone service.!! In large metropolitan areas the
wireless telephone service could only simultaneously support 10 or so two-
way conversations at a time in each of the available bands. Mobile telephone
service expanded to operate at the 40 MHz, 150 MHz, and 450 MHz bands,
thus tripling the number of available channels. As a consequence, in a region
the size of New York City only 30 conversations could be supported. The
demand was much greater than the capacity of the wireless service and was
only controlled by the frustration people had in using the system and the
long waiting periods in obtaining a subscription to the service. The demand
was believed to be many orders of magnitude greater than could possibly
be satisfied using the mobile telephone system architecture. It was clear
that only a radically different system could satisfy demand. The solutions
arrived at are responsible for the current “wireless” proliferation.

The mobile service described above is called 0G for zero-generation radio.
The broadcast concept of widely separating sites operating at the same
frequency is behind conventional broadcast radio and television.

I Common forms of nonbroadcast wireless communications are paging services operating
in the 40 MHz, 150 MHz, 450 MHz, and 900 MHz bands, and cordless telephones in the
800-900 MHz and 1800-1900 MHz bands.
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Figure 3-3 Duplex schemes: (a) time-division duplex (TDD); and (b) frequency-division duplex (FDD).

3.5 Simplex and Duplex Operation

Simplex operation refers to one-way communication in which there is only
one transmitter and at least one, and perhaps more, receivers. So broadcast
radio and television use simplex communication. Two-way communication
uses a duplex scheme. Duplex operation requires management of the way
in which information passes first from one radio to a second radio and
then transmitting information in reverse. The management scheme is called
duplex operation. The two predominant duplex schemes are Frequency-
Division Duplex (FDD) and Time-Division Duplex (TDD), as illustrated
in Figure 3-3. In these diagrams the mobile unit is shown communicating
with a base station, in which case transmission from the mobile unit
to the base station is called the uplink (UL) or reverse link (RL), and
communication from the base station and received by the mobile unit is
called the downlink, (DL), forward link (FL), or forward path. In FDD it
is necessary to use a filter to separate the uplink and downlink signals, as
shown in Figure 3-4, as the two links are in use simultaneously.

In TDD (Figure 3-3(a)), the uplink and downlink are separated in time
and a switch connects the antenna to the transmitter, to send the uplink, and
then to the receiver to receive the downlink. The sequence is then repeated.
The two units in a communication link do not transmit simultaneously.
This operation is called half-duplex. Generally the uplink and downlink
are at different frequencies, although in “walkie-talkie” or Family Radio
Service (FRS) systems the same narrow frequency band is used for uplink
and downlink. Early radios operating using simplex or duplex operation
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Figure 3-4 A duplexer which separates receive and transmit signals.

are shown in Figure 3-5. In FDD the uplink and downlink are at different
frequencies and the transmitter and receiver are connected permanently to
the antenna. This communication scheme is called full-duplex operation,

Figure 3-5 Early radios: (a) walkie-talkie with push-to-talk (PTT) switch on top;
(b) Motorola business dispatcher two-way radio operating at 33.220 MHz designed
in the 1960s as a dash mount unit; (c) the Mitrek two-way radio designed by
Motorola in 1977. The radio has two PC boards and was crystal controlled with a
channel scanning control head. The radio was trunk mounted, with the control head,
microphone, and speaker mounted under the dash board. Each unit is approximately
20 cm long.
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although sometimes just the term duplex is used. FDD is implemented by
the duplex filter, which is a special filter with three ports that looks like
a lowpass filter for the uplink when the transmitter is connected to the
antenna (the uplink is generally at a lower frequency than the downlink
in first- and second-generation radio systems) and a highpass filter for the
downlink when the receiver is connected to the antenna.

3.6 Cellular Communications

Cellular communications, as the name implies, is based on the concept
of cells in which a terminal unit communicates with a base station at the
center of a cell. Each cell can be relatively small and a terminal unit travels
smoothly from cell to cell with calls transferring using what is called a hand-
off process. For communication in closely spaced cells to work, interference
from other radios must be managed. This is facilitated using the processing
gain available with different modulation and coding schemes and the use
of antenna beam-forming technology. There are a large number of cellular
systems that are being used now or have been in the past. Cellular systems
are examined in Section 3.9 on Page 132, but before that the underlying
technology and concepts must be explored.

3.6.1 Cellular Concept

The cellular concept was outlined in a 1947 Bell Laboratories technical
memorandum [21]. It described a system of frequency reuse with small
geographical cells and this remains the key concept of cellular radio. This
was elaborated on in two articles published in 1957 and 1960 [22,23]. The
first widespread cellular radio system was called the Advanced Mobile
Phone System (AMPS) and was fully described by Bell Laboratories in a
submission to the U.S. Federal Communications Commission (FCC) and
in a patent filed on December 21, 1970 [24]. Bell Labs petitioned the FCC
in 1958 for a frequency band around 800 MHz for a cellular system. The
FCC, believing that it was better to allocate spectrum for the public good,
including radio, television, and emergency services, was reluctant to act
on the petition. In 1968 pressure on the FCC became too great and an
agreement was reached in principle to make frequencies available. Thus
began the research and development of cellular systems in the United
States. In 1961 Ericsson reorganized to address mobile radio, including
cellular radio systems. Nokia, formed in 1865, did not begin developing
cellular systems until the 1970s. NTT was working away as well and began
developing cellular radio systems in 1967 [25]. Meanwhile, in January
1969, the Bell System launched an experimental cellular radio system
employing frequency reuse for the first time to achieve optimum use of a
limited number of RF channels. The first commercial cellular system was
launched by the Bahrain Telephone Company in May 1978 using Matsushita
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equipment. This was followed by the launch of AMPS by Illinois Bell and
AT&T in the United States in July 1978.

In 1979 the World Administrative Radio Conference (WARC), allocated
the 862-960 MHz band for mobile radio, leading to the FCC releasing, in
1981, 40 MHz in the 800-900 MHz band for “cellular land-mobile phone
service.” The service, as defined in the original documents, is (and this is
still the best definition of cellular radio)

A high capacity land mobile system in which assigned spectrum
is divided into discrete channels which are assigned in groups to
geographic cells covering a cellular geographic area. The discrete
channels are capable of being reused within the service area.

The key attributes here are

e High capacity. Prior to the availability of the cellular system other
radio systems were used. Users were not always able to gain access to
the radio network and frequently access required multiple attempts.

e The concept of cells. The idea is to divide a large geographic area
into cells, shown as the hexagons in Figure 3-6. The actual shape of
the cells is influenced by obstructions such as hills and buildings, but
the hexagonal shape is used to convey the concept of cells. The cells
are arranged in clusters and the total number of channels available is
divided among the cells in a cluster and the full set is repeated in each
cluster. In Figure 3-6, 3-, 7- and 12-cell clusters are shown. As will be
explained later, the number of cells in a cluster affects both capacity
(the fewer cells the better) and interference (the more cells per cluster
the better). The size of a cell can be reduced, thus increasing system
capacity, in a process called cell splitting. In cell splitting, additional
base stations are introduced and the base stations and mobile units
operate at lower power levels to reduce the geographical coverage or
cell size.

e Frequency reuse. Frequencies used in one cell are reused in the
corresponding cell in another cluster. As the cells are relatively close, it
is important to dynamically control the power radiated by each radio,
as radios in one cell will produce interference in other clusters.

Cells are often represented as having a hexagonal shape. The shape,
however, can take nearly any form. In a flat desert the coverage area of each
base station would be circular, so that with a cluster of cells there would be
overlapping circles of coverage. (Power levels are adjusted to minimize the
overlap of these circles.) Buildings, hills, lakes, etc. affect cell size. In a city,
what is called the urban canyon effect, or urban waveguide effect greatly
distorts cells and creates havoc in managing cellular systems. In the urban
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Figure 3-6 Cells arranged in clusters.

canyon effect good coverage extends for large distances down a street, so
a cell may look like a four-armed starfish if the cell site is placed near an
intersection of two streets.

Achieving maximum frequency reuse is essential in achieving high
capacity. In a conventional wireless system, be it broadcast or mobile
telephone service, base stations are separated by sufficient distance that the
signal levels fall below a noise threshold before the same frequencies are
reused, as shown in Figure 3-2. There is clearly poor geographical use of the
spectrum here. The geographic areas could be pushed closer to each other at
the expense of introducing what is called cochannel interference—a receiver
could pick up transmissions from two or more base stations operating at
the same frequency. Interference in conventional systems results solely from
background noise, as the concept is to eliminate cochannel interference
entirely. In a cellular system, there is a radical departure in concept from
this. Consider the interference in a cellular system as shown in Figure 3-
7. The signals in corresponding cells in different clusters interfere with
each other and generally the interference is much larger than that of the
background noise. Generally only in rural areas and when mobile units are
near the boundaries of cells will the background noise level be significant.
Interference can also be controlled by dynamically adjusting the base station
and mobile transmit powers to the minimum acceptable level. Operating
with interference from neighboring clusters is a key concept in cellular
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Figure 3-7 Interference in a cellular radio system.

radio. The interference levels that can be tolerated vary among the various
cellular systems.

The AMPS system, which uses frequency modulation, has a qualitative
minimum SIR of 17 dB (about a factor of 50) that was determined via
subjective tests with a criterion that 75% of listeners ranked the voice quality
as good or excellent, the top two levels on a five-level scale. The seven-cell
clustering shown in Figure 3-7 does not achieve this required minimum SIR.

Traffic engineering tells us that using smaller clusters results in greater
spectrum efficiency. With fewer cells per cluster, more frequency channels,
or trunks, are available. Since calling patterns are statistical, increasing the
number of trunks greatly increases the number of subscribers that can be
supported. Thus digital systems that use error correction coding tolerate
high levels of interference and can reuse frequency channels more efficiently.
This increases the number of trunks available and greatly increases capacity.
Indeed, in the CDMA system the tolerance to interference is so high that
the concept of clustering is not required and every frequency channel is
available in each cell. The increased user capacity of digital radio has
compelled all new radio systems to use digital modulation and adopt
CDMA-like schemes. Along with greater capacity, digital systems allow
for a whole range of advanced functionality, including paging, texting and
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messaging, computer communications, Web browsing, and picture transfer.

3.6.2 Personal Communication Services

Personal Communication Services (PCS), implemented in the early 1990s,
was a development in the thinking of wireless communications. PCS is an
evolution of digital cellular radio with the key conceptual difference being
that communication is from person to person, whereas in cellular radio
communication, as originally conceived, it was from terminal-to-terminal.
The idea is that when a call is placed, an individual is being contacted rather
than a piece of hardware. One way this is achieved is by using a credit
card-size (or smaller) smart card, a Subscriber Identification Module (SIM)
card, to identify the user. The user can insert his or her smart card into any
(appropriate) handset and be contacted. The particular hardware or handset
a user is using does not matter. So in PCS, each person has a unique phone
number. The term PCS is not commonly used now, as the concept has now
been incorporated in all evolved cellular systems.

3.6.3 Processing Gain

Processing gain is an essential reason why the cellular concept works, as the
interference coming from radios in corresponding cells in adjacent clusters
can be significant. In the discussion of FM in Section 1.3.2 on Page 12,
the concept of processing gain was introduced. In FM, processing gain
is obtained by spreading the information-carrying signal over a broader
bandwidth. There are some inefficiencies: in FM the spectrum of the spread
signal tapers off and does not fill the channel with an even distribution
of power (and so the edges are more susceptible to interference). If the
power is uniformly distributed over the channel of bandwidth B,,,, then the
processing gain is

Gp =B, /By . (3.1)

where By, is the bandwidth of the baseband signal. Demodulation collapses
the correlated information in the bandwidth B,, to the smaller bandwidth
By, but the uncorrelated noise and interference are suppressed. That is, if
interference is uncorrelated to the signal, then the interference can be treated
as noise. So the recovered SIR of the signal is increased by G'p; that is, with
SIR;, being the SIR of the recovered baseband signal and SIR,, being the
SIR of the received modulated signal, the two are ideally related by the
processing gain:

SIRy, = GpSIR,, . (3.2)

The actual processing gain of FM is less than that indicated by Equation
(3.1), as the energy is not uniformly distributed across the channel. It is not
possible to precisely and analytically calculate the processing gain of an FM
system (or of any modulation scheme).
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The essential concept of processing gain is that by spreading a
communication signal over a greater bandwidth than that of the information
bearing signal, correlation of the transmitted signal can be used to
discriminate between the signal and noise. With a digitally-modulated
signal processing gain is, roughly, the ratio of the bit rate of what is
transmitted to the bit rate of the information bearing signal.

3.6.4 Symbol Error Rate and Bit Error Rate

In this section, SIR is related to the bit error rate, BER. The discussion
begins with the SIR of the incoming RF signal. Through sampling of the
RF signal at appropriate times discrete symbols are obtained. The digital
form of SIR relates the energy of a symbol, E, to the noise and interference
energy corresponding to the symbol (generally the noise and interference in
the duration of the symbol). The height of the double-sided noise spectral
density is conventionally taken as N,/2, so the noise power corresponding
to a symbol is N,. Thus [30-32]

E,
5 =SIR. (3.3)

o

Error in a digitally-modulated communication systems is first manifested
as a symbol error which occurs when a symbol selected in a receiver is not
the symbol transmitted. The probability of a symbol error is a function of
E,/N,.lItis not always possible to develop a closed form expression relating
the two however. For a BPSK system the probability of a symbol error, the
symbol error rate, is [30, page 187]

Pr[symbol error] = PriFsE = @ < 2]\€S> =Q (\/2 - SIR) , (3.4)

where Q(z) is known as the @) function [30] and is the integral of the tail of
the Gaussian density function (see Figure 3-8). It can be expressed in terms
of the error function erf(x) [30, page 63]:

Qz) = % [1 ~erf (%ﬂ . (3.5)
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For M-PSK [30, page 191]

P M—-PSK ~ 2
r) QT

25, sin (l)] (3.6)

and for M-QAM [30, page 190]

(B e

where M is the number of modulation levels (e.g. for QPSK M = 4, and for
64-QAM M = 64).

The per-bit SNR is obtained after noting that each symbol can represent
several bits. With a uniform constellation and the same number of bits per
symbol, b, the signal energy received per bit is

E, = E/b, b =logy M, (3.8)
and
M =2 (3.9)

For high SIR and using gray mapping, the probability of a bit error, the bit
error rate, is

1
Pr[bit error] = Pr}, = EPrS' (3.10)

Gray mapping is coding that ensures that nearest-neighbor symbols differ
by at most one-bit. The high SIR requirement results in a symbol error being
the erroneous selection of a nearest neighbor symbol by the receiver. The
final results are the bit-error probablity for BPSK, M-QAM and M-PSK [30,
page 193]:

2F, /NO) -Q ( 2. SIR) (3.11)
0 [v2- SR sin (%)} (3.12)

(-2%)o(|55)

(3.13)

Thus for the same SIR the probablity of bit errors drops with higher-order
modulation, i.e. larger M. This is the major driving factor behind the move
to higher-order modulation.
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Because of coding, the actual transmitted code rate, R, in a digital system
is higher than the information bit rate, R;, so that the processing gain
R,
Gp = R, (3.14)
(This corresponds to the bandwidth-based definition of processing gain in
Equation (3.1) if the signal is digitally-modulated with maximum efficiency
to fully and uniformly occupy the available bandwidth.) Now, however,
more bits must be transmitted for the same transmit power. The growth in
the bit error rate, see Equations (3.11)—(3.13), is slower than the growth rate
of G p. With optimal coding, the transmitted code rate is proportional to the
bandwidth of the transmitted signal so the processing gain is

Transmitted bandwidth
Gp =

Information bit rate (3.15)

If Epe is the energy of a bit of data (after despreading and error
correction), then
Effective SIR = E;;[ﬂ = Gp% ~ %ff— = %SIRRF (3.16)
where E, is the energy of a received bit, E, is the energy of a received
symbol, and SIRgr is the SIR of the RF signal. With spreading, as used
in CDMA, the number of transmitted bits is much greater than the
number of data bits, typically 2 to 4 orders of magnitude greater. Forward
error correcting bits further increases the number of bits transmitted. The
spread and error coded signal has considerable correlation while noise is
uncorrelated. So on despreading and error correction the effective SIR is
greatly increased, an affect captured by the processing gain.

EXAMPLE 3.1 Processing Gain

A new communication system is being investigated for sending data to a printer. The system
will use GMSK modulation and a channel with 10 MHz bandwidth and the bit rate will be
1 Mbps. The modulation format will result in a spectrum that distributes power almost
uniformly over the 10 MHz bandwidth.

(a) What is the processing gain?

Bandwidth 10 MHz

= =10=10dB
Bit rate 1 Mbps

Processing gain =

(b) If the received RF SIR is 6 dB. What is the effective system SIR (or Ej/N,) after the
digital signal processor? Express your answer in decibels.

For GMSK, b = 2 and so

Fyer 1
N, b

=-3dB+6dB+10dB =13 dB. (3.17)

Effective SIR =

(RF SIR) - Processing Gain
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EXAMPLE 3. 2 Signal-to-Interference Ratio

At the output of a receiver antenna, the level of interfering signals is 1 pW, the level of

background noise is 500 fW, and the level of the desired signal is 4 pW.

(a) What is the SIR? Note that SIR includes the effect of the signal, interference, and noise.

(b) If the processing gain is 20 dB and 16-QAM is the modulation scheme used, what is the
effective system SIR, that is, what is the signal energy in a bit versus the noise energy

in the duration of the bit, E;/N,?

Solution:

(a) Interfering signal P;r = 1 pW
Noise signal Py = 500 fW
Signal Ps = 4 pW

SIR :Ps/(P[ —+ PN)
—4 pW/(1 pW + 0.5 pW) = 4/1.5 = 2.667 = 4.26 dB
(b) Processing gain, Gp = 20 dB and there are 4 bits (b = 4), so

By ot
N,

1
—=-SIR -
SR Gr

=—-6dB+4.26dB+20dB = 18.26 dB .

3.6.5 Call Flow and Handoff

With small cells, mobile users can be expected to move frequently between
cells and thus call handoff procedures for transferring calls and users from
one cell to the next are necessary. The triggering events that enable call
handoff are shown in Figure 3-9. The main aspect is monitoring of the
signal strength, the Received Signal Strength Indicator (RSSI), both in the
handset for the signal received from a base station and in the base station for
the signal received from a handset. If either of these falls below a threshold,
computers in the base station initiate a handoff procedure by polling nearby
base stations for the RSSI they have for the user. If a suitable RSSI is found
handoff proceeds.

Call flow from mobile to mobile and from mobile to Public Switched
Telephone Network (PSTN) must also be orchestrated and a Mobile
Switching Center (MSC) becomes the key component in orchestrating call
connection. In digital radio the MSC is always aware of the location of a
mobile handset, but in analog radio, increasingly large geographic areas
have to be polled to find a mobile unit. The basic call-flow architecture of
cellular systems is shown in Figure 3-10.



124 MICROWAVE AND RF DESIGN: A SYSTEMS APPROACH

(a)

RSSI

Threshold

Time

(©

Figure 3-9 Process of handoff: (a) movement of a mobile unit through cells; (b) received signal strength
indicator (RSSI) during movement of a mobile unit through cells; and (c) RSSI of a mobile unit showing
the handoff triggering event.
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Figure 3-10 Call flow: (a) during initiation of a call; (b) legend; and (c) call flow for mobile to mobile call
through a telephone network.

3.6.6 Cochannel Interference

The minimum signal detectable in conventional wireless systems is
determined by the SIR at the input. The noise is due to background noise
sources, including cosmic noise and thermal noise. In cellular wireless
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systems the Minimum Detectable (or Discernible) Signal (MDS) is also
determined by the SIR but now the dominant interference is due to other
transmitters in the cell and adjacent cells. The noise that is produced in
the signal band from other transmitters operating at the same frequency
is called cochannel interference. The level of cochannel interference is
dependent on cell placement and the frequency reuse pattern. The degree to
which cochannel interference can be controlled has a large effect on system
capacity. Control of cochannel interference is largely achieved by controlling
the power levels at the base station and at the mobile units.

3.7 Multiple Access Schemes

Many schemes have been developed to enable multiple users to share a
frequency band. The simplest scheme requiring the least sophistication in
channel management is the Frequency Division Multiple Access (FDMA)
scheme, shown in Figure 3-11(a), where the numerals indicate a particular
user. In FDMA the available spectrum is divided by frequency, with each
user assigned a narrow frequency band that is kept for the duration of
a call. This can be conveniently implemented in analog radio. In duplex
operation a frequency channel would be assigned for the uplink as well as
the downlink. An example of where FDMA is used is AMPS, where 30 kHz
is assigned to each channel.!? Clearly this is wasteful of spectrum, as not
all of the band is used continuously. There are really only three ways to
increase the spectrum efficiency of this system. One is to make the channels
closer, but this is difficult to do. Another is to use digital techniques, and in
effect fill one physical channel with a bitstream. Different users use different
segments of the bitstream. The third approach is called spread spectrum,
which spreads the signal over a relatively large bandwidth using a unique
spreading code whose rate is much faster than the bit rate of the information
being sent.

In a radio system, a base station simultaneously transmits to multiple
users. The process of combining user communications is called multiplex-
ing, often referred to as MUX or MUXing. The reverse operation of sepa-
rating a signal with multiple users into their component users is called de-
multiplexing, and is referred to as DEMUX or DEMUXing. The hardware
that implements multiplexing is called a multiplexer and demultiplexing is
implemented by a demultiplexer.

In the first digital access technique, Time Division Multiple Access
(TDMA), shown in Figure 3-11(b), the bitstream is divided among a few
users using the same physical channel. In the GSM!® mobile phone system,

12 In the subsequent Narrowband Advanced Mobile Phone Service system (NAMPS), the
channels were 10 kHz wide. The Total Access Communications System (TACS) was a
European analog cellular telephone standard derived from the AMPS standard.

13 GSM stands for Global System for Mobile Communications and was formerly known as
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Figure 3-11 Multiple access schemes. The numerals indicate the user number.
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a physical channel is divided into eight time slots and a user is allocated to
each so that eight users can be supported in each physical channel. In other
TDMA schemes, a different number of time slots are used. Thus the logical
channels are divided in both frequency and time. In a TDMA system, the
base station transmits a continuous stream of data containing frames of time
slots for multiple users. The mobile unit listens to this continuous stream,
extracting and processing only the time slots assigned to it. On the reverse
transmission, the mobile unit transmits to the base station in bursts only in
its assigned time slots. This is yet another complication to the RF design
of TDMA systems. As well as dealing with a nonconstant RF envelope,
and hence the requirement for linear amplifiers, the RF circuitry operates
in a burst mode with additional constraints on settling time and frequency
spreading.!* One of the advantages of TDMA is that multiple slots can be
assigned to the same user to support high data rates and a time slot can
be skipped if it is not used by a user (e.g., when the mobile user is not
talking) and can be used for other revenue-generating purposes such as text
messaging.

Another technique that can be used in digital radio is Spread Spectrum
(SS) the invention of which is attributed to Hedwig Kiesler Markey'.
Most of the development of spread spectrum was secret up until the
mid-1970s. There are two types of spread-spectrum techniques: direct-
sequence, and frequency-hoping. It is both an access technique and way to
secure communications. Direct Sequence Code Division Multiple Access
(DS-CDMA)* is shown in Figure 3-11(c). DS-CDMA mixes the baseband
signal with a broadband spreading coding signal to produce a broadband
signal which is then used to modulate an RF signal. This process is
illustrated in Figure 3-12. The rate of the spreading code is referred to as
the chip rate rather than the bit rate, which is reserved for the rate of
the information-bearing code. A unique code is used to “scramble” the

Groupe Spécial Mobile. The system was deployed worldwide in 1991 and is now used by
more than 2 billion people in more than 210 countries. An interesting footnote is that the
GSM group began discussions leading to the system in 1982. By the mid-1980s, there were
many different versions of the GSM system implemented in many European countries. The
European Union (EU) intervened and all 15 countries (the membership of the EU at the
time) decided to choose a single standard with eight tested in a competition held in Paris.
The system developed by Torleiv Maseng and Odd Trandem at the Norwegian University
of Science and Technology (without industrial backing) was chosen. The key feature of this
system was its ability to handle multipath reflections.

These RF bursts can sometimes be heard when a GSM phone is near other electronics, such
as a wired telephone.

The 1940 invention is described in “Secret Communications System,” Secret U.S. patent
2,292,387 submitted by H. Markey and G. Antheil [33]. The patent described a frequency-
hopping scheme to render radio-guided torpedoes immune from jamming using a piano
roll to hop between 88 carrier frequencies. H. Markey was the actress Hedy Lamarr (born
Hedwig Eva Maria Kiesler).

16 Sometimes DS-CDMA is referred to as just CDMA.
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Figure 3-12 Block schematic of the operation of a CDMAOne spread spectrum
radio.
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Figure 3-13 Basis of spread spectrum communication: (a) direct sequence; and (b) frequency hopping.

original baseband signal, and the original signal can only be recovered
using that particular code. The system can support many users, with each
user assigned a unique code, hence the term code division multiple access
(CDMA). Another interpretation of the DS-CDMA process is shown in
Figure 3-13(a). One of the unique characteristics is that different users
are using the same frequency band at the same time. CDMA is used in
the CDMAOne (described in the IS-95 standard and by which it is often
known), CDMA2000, and Wideband CDMA (WCDMA) systems.

Another form of CDMA access is the Frequency-Hopping CDMA
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scheme (FH-CDMA) shown in Figure 3-11(d). This scheme uses Frequency-
Hoping Spread Spectrum (FHSS) to separate users. For one particular
user, a code is used to determine the hopping sequence and hops can
occur faster than the data rate. The signal can only be reassembled at the
receiver if the hopping code is known. FH-CDMA is useful in unregulated
environments, such as an ad hoc radio network, where it is not possible to
coordinate multiple users. In this case, two users can transmit information
in the same frequency band at the same time but the error tolerance of
digital communication can still enable the original signals to be extracted. So
frequency hopping is preferred in hostile environments, where interference
with other radios cannot be coordinated. FH-CDMA is commonly used in
radios for emergency workers and by the military.

The final multiple access scheme to be described here is carrier-sense
multiple access (CSMA), which is used in the WiFi system (IEEE 802.11).
The access scheme is illustrated in Figure 3-11(e). This scheme is also used
in hostile environment where various radios cannot be well coordinated.
In CSMA, users transmit at different times, but without coordination. A
terminal unit listens to the channel and transmits a data packet when it is
free. Collisions are unavoidable and data are lost, requiring retransmission
of data, but the terminals use a random delay before retransmitting data.
In the case of WiFi there are several channels and if collisions are excessive
another channel can be selected either as the preferred startup channel or in
evolved systems under central unit control.

Orthogonal Frequency Division Multiple Access (OFDMA) is used
in Worldwide Interoperability for Microwave Access (WiMax ) and
overcomes many of the performance limitations encountered with CSMA
as assignment of effective channels is used. As Orthogonal Frequency
Division Multiplexing (OFDM) must first be defined to discuss OFDMA,
the OFDMA access scheme will be considered in Section 3.11.2 on Page 145.

3.8 Spectrum Efficiency

The concept of spectral efficiency is important in contrasting different radio
and modulation systems. Spectral efficiency has its origins in Shannon’s
theorem, which expresses the information-carrying capacity of a channel
as [30-32]

C = B.In(1 +SNR) , (3.18)

where C is the capacity in units of bits/second (b.s~!); B, is the channel
bandwidth in hertz; and SNR is the signal-to-noise ratio. IV is assumed to
be Gaussian noise, so interference that can be approximated as Gaussian
can be incorporated by adding the noise and interference powers, and then
it is more appropriate to use the SIR. Thus Shannon’s capacity theorem,
Equation (3.18), becomes

C = B.In[1 + S/(N +I)] = B.In(1 + SIR). (3.19)
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Shannon’s theorem is widely accepted as the upper limit on the
information-carrying capacity of a channel. So the stronger the signal, or
the lower the interfering signal, the greater a channel’s information-carrying
capacity. Indeed, if there is no noise and no interference, the information-
carrying capacity is infinite. Shannon’s capacity formula, Equation (3.19),
tells us that increasing the interference level (lower SIR) has a weakened
effect on the decrease in capacity than may initially be expected; that is,
doubling the interference level does not halve C. This is the conceptual
insight that supports the use of closely packed cells and frequency reuse, as
the resulting increase in interference, and its moderated effect on capacity,
is offset by having more cells and supporting more users.

Shannon’s carrying capacity limit has not been reached, but today’s radio
systems are very close. Current systems operate with SNRs approximately
8 dB away from the limit [30, page 193].)” Different modulation and radio
schemes come closer to the limit, and two quantities will be introduced to
describe the performance of different schemes. From the capacity formula, a
useful metric for the performance of modulation schemes can be defined.
This is the channel efficiency (or channel spectrum efficiency, sometimes
called channel spectral efficiency),

Ne = RC/BC 5 (320)

where R, (in bits/s) is the bit rate transmitted on the channel, so 7. has
the units of bits per second per hertz (b-s~!-Hz™!). The unit b-s~!-Hz!
is dimensionless, as hertz has the units of s™!, but using b-s™*Hz! is a
reminder of the meaning of a quantity. (Similarly decibels is dimensionless
but is an important qualifier.)

In a cellular system, the number of cells in a cluster must also be
incorporated to obtain a system metric [34]. The available channels
are divided among the cells in a cluster, and a channel in one cell
appears as interference to a corresponding cell in another cluster. Thus
the SIR is increased and the capacity of the channel drops. System
throughput increases, however, because of closely packed cells. So the
system throughput is a function of the frequency reuse pattern. The
appropriate system-level metric is the radio spectrum efficiency, 7,, which
incorporates the number of cells, K, in a cluster:

B.K KR,

Here R, is the bit rate of useful information and discounts the channel
bit rate, R., (R. is higher than R; because of coding). Coding is used to

My (3.21)

17" In Multiple Input, Multiple Output (MIMO) systems, the limit is apparently exceeded as
the effective number of channels increases by using multiple transmit and receive antennas.
More on this in Section 3.11.3 on Page 146
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enable error correction, assist in identifying the start and end of a packet,
and also to provide orthogonality of users in some systems that overlap
users as with CDMA. The units of 7, are bits per second per hertz per
cell (b-s~'-Hz !cell™"). The decrease in channel capacity resulting from the
increased SIR associated with fewer cells in a cluster (i.e., lower K) is more
than offset by the increased system throughput.

So there are two definitions of spectral efficiency: the channel spectrum
efficiency, 7)., which characterizes the efficiency of a modulation scheme;
and the radio spectrum efficiency, 7,, which incorporates the added
interference that comes from frequency reuse. Indeed, the frequency reuse
interference dominates noise in a cellular system, and background noise
is often ignored in evaluating performance. Commonly both measures of
efficiency are referred to as spectral efficiency, and then only the units
distinguish which is being referred to. In summary:

e (' is a theoretical maximum channel bit rate for a given set of
conditions.

e R, is the actual channel bit rate for a given set of conditions.

e Ry is the actual channel bit rate for a given set of conditions minus
overhead associated with coding, etc.

One may well ask why efficiency is not expressed as a ratio of actual
bit rate to Shannon’s limit for a given set of conditions. There are several
reasons:

1. The historical use of bits per hertz to characterize a modulation scheme
was used long before cellular systems became popular.

2. Shannon’s capacity limit is so high that back in the 1950s people would
have been talking about extremely low efficiencies if performance was
referred to the capacity limit.

3. Only additive white noise is considered, but this does not capture
all types of interference, which can be multiplicative or partially
correlated with the signal. Shannon’s limit is not really a theoretical
limit, there is no proof. In the digital communications world, much
has been published about how close Shannon’s capacity limit can
be approached. In a direct LOS system, such as a point-to-point
microwave link, the limit is approached within a few percent. In
MIMO systems, (see Section 3.11.3 on Page 146) the limit has
been exceeded, prompting a redefinition of the limit when multiple
transmit and receive antennas are used.



132

MICROWAVE AND RF DESIGN: A SYSTEMS APPROACH

3.9 Cellular Phone Systems

The evolution of cellular communications is described by generations of
radio. The major mobile communication systems are outlined in Table
3-2. Few first-generation (1G) systems remain, most services are now
second generation, (2G) dominated by GSM, but also with widespread
development of CDMA. Third generation (3G) offers a significant increase
in capacity and is optimized for broadband data access.

From an RF point of view, the major distinction among the various
phone systems is whether they use analog or digital modulation, how
the channels are partitioned, and the type of duplex operation. Systems
using analog modulation typically use FM (e.g., the AMPS system), but
phase modulation is also common. The main attributes of FM and PM
analog modulation schemes is that the signal amplitude is constant, only the
frequency or phase varies. This means that RF transmitters can use transistor
amplifiers operating in high-efficiency saturating modes (such as classes
AB, B, C, and higher), as the introduced distortion, being mostly amplitude
distortion, does not have as much impact as with other modulation formats.
Newer systems, however, use some form of digital modulation, which
generally combines frequency, phase, and amplitude variations as well as
a modulation scheme that uses spectrum more efficiently by maintaining
a near-constant spectral density in the channel. In digital modulation,
the output has a number of prescribed discrete states. In some systems,
information is carried in amplitude variations so that circuit nonlinearities
that result in amplitude distortion (the most common kind) can significantly
affect signal integrity. This presents enormous challenges for the design of
efficient transistor amplifiers.

3.10 Generations of Radio
3.10.1 First Generation: Analog Radio

The initial cellular radio system was analog, with the dominant system
being theAMPS system, the attributes of which are given in Table 3-3.
This is a relatively simple system, but appropriate for the low levels of
integration of the 1970s, as most of the functionality could be realized using
analog circuits. The first-generation systems handled analog 3 kHz voice
transmissions with very limited ability to transmit digital information.

3.10.2 Second Generation: Digital Radio

The second generation of radio is characterized by digitization.Many
different types of digital systems have been installed around the world. The
systems can transmit data and voice at rates of 8 to 14.4 kbps. This can be
contrasted to the wireline system where, once signals reach the exchange,
the 3 kHz analog signals are sampled at 64 kbps to achieve an undistorted
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Table 3-2 Major mobile communication systems with the year of first widespread use.

| System | Year | Description |

0G Broadcast, no cells, few users, analog modulation

MTS 1946 | Mobile Telephone Service, half-duplex, operator assist to establish call,
push to talk

AMTS 1965 | Advanced Mobile Telephone System, Japan, full-duplex, 900 MHz

IMTS 1969 | Improved Mobile Telephone Service, full-duplex, up to 13 channels, 60—
100 km (40-60 mile) radius, direct dial using dual-tone multifrequency
(DTMF) keypad

0.5G FDMA, analog modulation

PALM 1971 | (also Autotel) Public Automated Land Mobile radiotelephone service,
used digital signaling for supervisory messages, technology link between
IMTS and AMPS

ARP 1971 | AutoRadioPuhelin (Car Radio Phone), obsolete in 2000, used cells (30 km
radius) but not hand-off, 80 channels at 150 MHz, half-duplex and later
full-duplex

1G Analog modulation, FSK for signaling, cellular, FDMA

NMT 1981 | Nordic Mobile Telephone, 12.5 kHz channel, 450 MHz, 900 MHz

AMPS 1983 | Advanced Mobile Phone System, 30 kHz channel

TACS 1985 | Total Access Communication Systems, 25 kHz channel, widely used until
1990s, similar to AMPS

Hicap 1988 | NTT’s mobile radiotelephone service in Japan

Mobitex 1990 | National public access wireless data network, first public access wireless
data communication services including two-way paging network
services, 12.5 kHz channel, GMSK

DataTac 1990 | Point-to-point wireless data communications standard (like Mobitex),
wireless wide area network, 25 kHz channels, maximum bandwidth
19.2 kbps (used by the original Blackberry device)

2G Digital modulation

PHS 1990 | Personal Handyphone System, originally a cordless phone, now
functions as both a cordless phone and as a mobile phone elsewhere

GSM 1991 | Global System for Mobile Communications (formerly Groupe Spécial
Mobile), TDMA, GMSK, constant envelope, 200 kHz channel, maximum
13.4 kb per time slot (at 1900 MHz), 2 billion customers in 210 countries

DAMPS 1991 | Digital AMPS (formerly NADC [North American Digital Cellular] and
prior to that as U.S. Digital Cellular [USDC]), narrowband, m/4DQPSK,
30 kHz channel

PDC 1992 | Personal Digital Cellular, Japan, 25 kHz channel

CDMAOne | 1995 | Brand name of first CDMA system known as IS-95, spread spectrum,
CDMA, 1.25 MHz channel, QPSK

CSD 1997 | Circuit Switched Data, original data transmission format developed for

GSM, maximum bandwidth 9.6 kbps, uses a single time slot
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Table 3-2 continued.

| System | Year | Description |
2.5G Higher data rates
WiDEN 1996 | Wideband Integrated Dispatch Enhanced Network, combines four
25 kHz channels, maximum bandwidth 100 kbps
GPRS 2000 | General Packet Radio System, compatible with GSM network, used GSM

time slot and higher-order modulation to send 60 kb per time slot,
200 kHz channel, maximum bandwidth 171.2 kbps

HSCSD 2000 | High-Speed Circuit-Switched Data, compatible with GSM network,
maximum bandwidth 57.6 kbps based on CSD, higher quality of service
than GPRS

2.75G Medium bandwidth data—1 Mbps

CDMA2000 2000 | CDMA, upgraded CDMAOne, double data rate, 1.25 MHz channel

EDGE 2003 | Enhanced data rate for GSM Evolution, compatible with GSM network,
8PSK, TDMA, maximum bandwidth 384 kbps, 200 kHz channel

3G Spread Spectrum

FOMA 2001 | Freedom of Mobile Multimedia Access, first 3G service, NTT’s implemen-
tation of WCDMA

UMTS Universal Mobile Telephone Service, 5 MHz channel, data up to 2 Mbps

WCDMA 2004 | Main 3G outside China
OFDMA 2007 | Evolution to 4G (downlink high bandwidth data)

1xEV-DO (IS-856) Evolution of CDMA2000, maximum downlink bandwidth
307 kbps, maximum uplink bandwidth 153 kbps

TD-SCDMA 2006 | Time Division Synchronous CDMA, China, uses the same band for

transmit and receive, base stations and mobiles use different time slots
to communicate, 1.6 MHz channel

GAN/UMA 2006 | Generic Access Network, formerly known as Unlicensed Mobile Access,
provides GSM and GPRS mobile services over unlicensed spectrum
technologies (e.g., Bluetooth and WiFi)

3.5G
UMTS/HSDPA | 2006 | High-Speed Downlink Packet Access, download speeds to 7.2 Mbit/s
EV-DO Rev A 2006 | CDMA2000 EV-DO Revision A, downlink speeds to 3.1 Mbps, uplink
speeds to 1.8 Mbps

3.75G
UMTS/HSUPA | 2007 | High-Speed Uplink Packet Access, upload speeds to 5.76 Mbps
EV-DO Rev B 2008 | CDMA2000 EV-DO Revision B, Downlink speeds to 73 Mbps, uplink

speeds to 27 Mbps

UMTS/HSPA 2009 | High-Speed Packet Access, downlink speeds to 40 Mbps, upload speeds
to 10 Mbps

4G 2011 | Long-term evolution (LTE); Beyond 3G

Low latency (e.g., for VoIP) + MIMO + OFDM
+ wireless broadband (WBB, > 100 Mbps) + software defined radio

signal representation. The cellular systems sacrifice some voice quality
but use reasonably sophisticated algorithms that use the characteristics of
speech to achieve greater than a factor of 4 compression.
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Table 3-3 Attributes of the AMPS system.

\ Property \ Attribute |

Number of physical channels 832, 2 groups of 416 channels, each group has 21
signaling channels and 395 traffic or voice channels.

Bandwidth per channel 30 kHz

Cell radius 2-20 km

Base-to-mobile frequency 869-894 MHz (downlink)

Mobile-to-base frequency 824-849 MHz (uplink)
45 MHz between transmit and receive channels.

Channel spacing 30 kHz

Modulation FM with peak frequency deviation of +12 kHz
Signaling channel uses FSK
Can send data at 10 kbps

Access method FDMA

Base station ERP 100 W per channel (maximum)

Channel coding None

| RF specifications of mobile unit |

Transmit RF power 3 W maximum (33 dBm) (600 mW for hand-held)

Transmit power control 10 steps of 4 dB attenuation each, minimum power
is —4 dBm

Receive sensitivity —116 dBm from a 50 W source applied at antenna
terminals

Receive noise figure 6 dB measured at antenna terminals

Receive spurious response —60 dB from center of the passband

Number of synthesizer 832

channels

In North America the first digital system introduced was the digital
advanced mobile phone system (DAMPS) (originally known as North
American Digital Cellular [NADC] and as the EIA/TIA interim standard
IS-54). The system was designed to provide a transition from the then
current analog system to a fully digital system by reusing existing spectrum.
The idea is that system providers can allocate a few of their channels for
digital radio out of the total available. As analog radio is phased out, more of
the channels can be committed to digital radio. The main motivation behind
this system is that it provides three to five times the capacity of the analog
system. The European-origin GSM system provides a similar increase in
capacity, is compatible with Integrated Services Digital Network (ISDN)
and has largely replaced DAMPS. The GSM system was initially (early
1990s) dominant in Europe and had the advantage that it did not need
to be upward compatible with uncoordinated analog phone systems. The
attributes of the GSM system are shown in Tables 3-4 and 3-5.

From an RF design perspective, the main differences between analog and
digital standards are
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Table 3-4 Attributes of the GSM system. Uplink and downlink frequencies of the various GSM
implementations are given in Table 3-5.

| Property Attribute |
Number of physical channels 125 (GSM-900, 1 channel is special so sometimes 124
is quoted)
Bandwidth per channel 200 kHz
Channel spacing 200 kHz
Cell radius 2-20 km

Base-to-mobile frequency
Mobile-to-base frequency

935-960 MHz (GSM-900)
890-915 MHz (GSM-900)

Modulation

Access method

Speech code 8 kbps, VSELP code

Channel coding Block and convolutional coding
Transmit rate 270.833 kbps

Equalizer 16 us

Synchronization Up to 233 s absolute delay

55 MHz between transmit and receive channels.-
GMSK

Slow frequency hopping (217 hops/s)

TDMA

8 slots per frame, user has one slot,

each frame is 4.615 ms and each slot is 557 us.

1. The RF envelope. In AMPS, FSK is used which produces a constant

envelope RF signal. Consequently high-efficiency saturation mode
amplifiers (such as class C) can be used. In most digital modulation
schemes, but not GSM, the modulation results in a nonconstant
envelope. The information contained in the amplitude of the RF signal
is just as important as the information contained in the phase or
frequency of the signal. Consequently saturation mode amplifiers
which severely distort the amplitude characteristic must be avoided.

. Bursty RE. In an analog system, RF power is continually being

transmitted. In a digital system, transmission is intermittent and the
RF signal is bursty. Therefore an RF designer must be concerned about
turn-on transients and thermal stability of the power amplifier.

3.10.3 Generation 2.5: Direct Sequence Code Division

Multiple Access, CDMA

CDMA, or more specifically CDMAOne, was initially promoted as being
third generation, but the definition now is that data rates of at least 2 Mbps
must be supported. Thus CDMAOne is now referred to as 2.5G. A depiction
of spread spectrum is shown in Figure 3-14, in which a very fast code is
superimposed on a slower data sequence and the combined code is used
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Table 3-5 GSM frequency bands. GSM channels have a bandwidth of 200 kHz.
The base-to-mobile transmission is the downlink and the mobile-to-base station
transmission is the uplink.

Band Uplink Downlink Duplex
(MHz) (MHz) Spacing (MHz)
GSM-900 890-915 935-960 45
Most of world
GSM-900 extended | 876-915 921-960 45
GSM-1800 1710-1785 1805-1880 95
(Americas)
GSM-400 450.4-457.6 | 460.4-467.6 10
GSM-400 alt. 478.8-486 488.8-496 10
(Nordic, Eastern
Europe, Russia)
Coded
Bit Stream
UL AL
MUY code B
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Figure 3-14 Depiction of direct sequence CDMA transmission.

to modulate a carrier. The same code is used to extract the baseband signal
from the received bitstream. The effect of the code is to greatly spread out
the baseband signal, transforming perhaps a 12 kbps bitstream into an RF
signal with a bandwidth of 1.23 MHz.

The key feature of the DS-CDMA system is the use of lengthy codes to
spread the spectrum of the signal that is to be transmitted. In the case of
voice an 8 kbps second code (for example) is mixed with a much faster code
which is unique to a particular user. Thus the 8 kbps bitstream becomes a
1.23 MHz wide analog or baseband signal. This signal is then modulated up
to RF and transmitted. On the receiver side, the demodulated RF signal can
only be decoded using the original code. Use of the original code to decode
the signal rejects virtually all interference and noise in the received signal.
Since orthogonal codes are used many radio channels can be supported on
the same radio link. CDMA can support approximately 120 radio channels
on the same physical channel. Another important feature is that the same
120 frequencies can be reused in adjacent cells, as the radio channels can
still be extracted. Thus there is no need for clustering as in the TDMA and
FDMA systems. The attributes of the cellular CDMAOne system are given
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Table 3-6 Attributes of the cellular CDMAOne system.

| Property \ Attribute
Bandwidth per channel 1.23 MHz
Channel spacing 1.25 MHz (20 kHz guard band)
Cell radius 2-20 km

Base-to-mobile frequency 869-894 MHz
Mobile-to-base frequency 824-849 MHz
45 MHz between transmit and receive channels.

Modulation OPSK

Access method CDMA
64 radio channels per physical channel
Forward:

55 traffic channels, 7 paging channels

1 pilot channel 1 sync channel
Reverse:

55 traffic channels, 9 access channels

| RF specifications of mobile unit |

| Transmit power control | 1dB power control |

in Table 3-6.

3.10.4 Third Generation: High Speed Data

Third-Generation Radio,"® (3G) includes wideband mobile multimedia
networks and broadband mixed wireless systems. The mobile systems
support variable data rates depending on demand and the level of mobility.
At least 144 kbps is supported for full vehicular mobility and higher bit
rates for pedestrian levels of mobility. Switched packet radio techniques
and wideband CDMA-like systems are required to support this bandwidth-
on-demand environment. Here the physical channel is shared (i.e., packet-
switched) rather than the user being assigned a physical channel for
exclusive use (referred to as circuit-switched).

The drive for 3G systems was partly fueled by the saturation of 2G
systems in many places and a desire to increase revenues by supporting
high-speed data. Prior to the rollout of 3G systems, the increased demand
primarily resulted from an increased consumer base rather than the
emergence of significant data traffic. The increased subscriber base was
addressed by 2.5G systems, which have some of the 3G concepts, but

18 Third-generation radio is coordinated by the 3rd Generation Partnership Project (3GPP).
This is a collaborative agreement of standards development organizations and other related
bodies for the production of a complete set of globally applicable technical specifications
and reports for a 3G system, see http://www.3gpp.org.
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only partially implemented. However, the belief of service providers
is that the data communications will significantly outpace voice and
full implementation of 3G systems is essential. Third-generation systems
are about more than increased capacity. The driving concepts are the
development of a global standard that supports global roaming and
supports advanced features including two-way motion video and Internet
browsing.

Third-generation cellular radio is defined by the International Telecom-
munications Union (ITU) [35] and is formally called International Mobile
Telecommunications 2000 (IMT-2000). The basic requirements are for a sys-
tem that supports data rates up to 2 Mbps in fixed environments rang-
ing down to 144 kbps in wide area mobile environments. In 1999 the ITU
adopted five radio interfaces for IMT-2000:

1. IMT-DS Direct-Sequence CDMA, more commonly known as wide-
band CDMA (WCDMA)

2. IMT-MC Multi-Carrier CDMA, more commonly known as CDMA2000,
the successor to CDMAORne (specifically international standard 1S-95)

3. IMT-SC Time-Division CDMA, which includes Time Division CDMA
(TD-CDMA) and Time Division Synchronous CDMA (TD-SCDMA)

4. IMT-SC Single Carrier, more commonly known as EDGE

5. IMT-FT Frequency Time, more commonly known as DECT

The dominant choices for 3G are WCDMA and CDMA2000. In October
2007 the ITU Radiocommunication Assembly included WiMax-derived
technology, specifically Orthogonal Frequency Division Multiple Access
(OFDMA) and MIMO, in the set of IMT-2000 standards as the sixth
radio interface. The 3rd Generation Partnership Project (3GPP) [5] unites
telecommunications standards related to 3G, and establishes a migration
path from 2G to 3G and eventually beyond 3G or Long-Term Evolution
(LTE). The ITU family of 3G standards are collectively known as IMT-2000
standards.

The term “3GPP specification” covers GSM (including GPRS and EDGE),
W-CDMA, and LTE specifications. EDGE has intermediate data speeds
between those of GSM and WCDMA. The following terms are also used to
describe networks using the 3G WCDMA specification: Universal Mobile
Telecommunication System (UMTS, in Europe), UMTS Terrestrial Radio
Access Network (UTRAN), and Freedom of Mobile Multimedia Access
(FOMA, in Japan). UMTS is the 3G successor of the GSM standard with the
air interface now using WCDMA. The terminology used in UMTS, listed
in part in Table 3-7, is based on the terminology used in GSM, with subtle
differences. UMTS was first deployed in Japan in 2001 (by NTT DoCoMo).



140

MICROWAVE AND RF DESIGN: A SYSTEMS APPROACH

Table 3-7 UMTS terminology.

‘ Term |

AuC Authentication Center

GGSN | Gateway GPRS Support Node
GMSC | Gateway MSC

HLR Home Location Register

ISDN Integrated Services Digital Network
MSC Mobile Switching Center

Node B | Base station

PSTN Public Switched Telephone Network
RNC Radio Network Controller

SGSN | Serving GPRS Support Node

Description

UE User Equipment
USIM Universal Subscriber Identity Module
VLR Visitor Location Register

Table 3-8 Spectrum assignments for FDD 3GPP [5, Release 8].

Band Uplink Downlink Available spectrum
(MHz) (MHz) NA | LA | EMEA | ASIA | Oceania | Japan
1 1920-1980 2110-2170
2 1850-1910 1930-1990
3 1710-1785 1805-1880
4 1710-1755 2110-2155
5 824-849 869-894
6 830-840 875-885
7 2500-2570 2620-2690
8 880-915 925-960
9 1749.9-1784.9 | 1844.9-1879.9
10 1710-1770 2110-2170

UMTS is now deployed in most regions of the world, but coverage is limited
to major cities. UMTS combines the WCDMA air interface with the speech
codecs and application support of GSM. The term WCDMA describes the
physical interface and protocols that support it, while UMTS refers to the
whole network. In most countries UMTS uses 1850-1910 MHz and 1920-
1980, for the mobile-to-base station link (the uplink), and 1930-1990 MHz
and 2110-2170 MHz for the base station-to-mobile link (the downlink).
However, there are a large number of frequencies designated for FDD
3GPP with multiple band variants based on existing spectrum allocations
in different geographic regions (see Table 3-8).

The 3G timeline is summarized in Figure 3-15. The CDMA2000 and
WCDMA paths become the single LTE path beyond 3G. The CDMA2000
(the IS-2000 standard) path builds on the original CDMA system defined
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Figure 3-15

Timeline for implementation of 3G and Long-Term Evolution (LTE). DL indicates the

downlink data rate; UL indicates the uplink data rate; BW indicates the channel bandwidth. Both paths
support Internet Protocol (IP) and Voice over IP (VoIP) during their evolution. The two 3G paths combine

into a single LTE path.

by the IS-95 standard and commonly known as CDMAOne. CDMA2000
1xEV-DO is the first evolution of CDMA2000 that meets the ITU basic
specification for 3G. Evolution-Data Optimized (EV-DO), combines CDMA
and TDMA for higher data throughput. Subsequent revisions (Rev-A and
Rev-B) provide higher data rates and can use more than one 1.25 MHz
frequency channel. Rev-A and Rev-B are designed to operate end-to-end
as an Internet Protocol (IP)-based network. It can support any application
which can operate on such a network. For voice communications it uses
Voice over IP (VoIP).

The WCDMA and LTE evolution is defined by releases beginning with an
initial release known as Release 99 (Rel-99) [36]. The releases are designed to
protect the installed investment in GSM-based 2G systems while providing
a migration path to 3G and beyond. With Rel-9 and the definition of LTE,
the CMDA2000 and WCDMA paths become a single LTE path. The timeline
indicates the earliest adoption times, but widespread adoption is expected
to be many years out, with the deployment of LTE expected to be significant
after 2015.

So far the 3G schemes discussed have used FDD. China is promoting a
TDD form of 3GPP, TD-CDMA. TD-CDMA has its own bands. These are
shown in Table 3-9 and Bands 38 and 40 are dominant.
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Table 3-9 Spectrum assignments for TDD 3GPP [5, Release 8].

Band Uplink Downlink
(MHz) (MHz)

33 1900-1920 | 1900-1920
34 2010-2025 | 2010-2025
35 1850-1910 | 1850-1920
36 1930-1990 | 1930-1990
37 1910-1930 | 1910-1930
38 2570-2620 | 2570-2620
39 1880-1920 | 1880-1920
40 2300-2400 | 2300-2400

3.11 Long-Term Evolution: Beyond 3G

“Beyond 3G” is a common designation for what many call 4G, long term
evolution (LTE), or NextGen!®. There are two essential concepts beyond
3G. One of these is providing data transmission at rates of 100 Mbps
while mobile and 1 Gbps while stationery. The other concept is that of
pervasive networks where a handset supports many access technologies
(e.g., cellular, UMTS, WiFi, etc.), perhaps simultaneously, and smoothly
transitions between them. For example, to support high-speed data it is
more efficient to use an available WiFi network than a UMTS network.

Two technological advances that enable the high data rate concept are the
bases of the evolution of cellular communications and wireless networks.
One advance is Orthogonal Frequency Division Multiplexing (OFDM),
which sends multiple relatively slow bitstreams with one of the bitstreams
on each of a large number of carriers. OFDM reduces the impact of fading
as symbols are spread out over relatively long periods of time. The other
advance is MIMO, which relies on multipath to send multiple versions of
several bitstreams transmitted from several antennas. These schemes are
discussed below, and with them it is possible to greatly increase spectral
efficiency.

LTE cannot co-exist with 3G systems and separate bands have been
allocated. The bands designated by the ITU World Radiocommunication
Conference 2007 (WRC-2007) are listed in Table 3-10.

19 This is a political statement, as many wireless providers do not want 4G to be hyped while
3G is not fully adopted. There is no official definition of 4G. Both LTE and WiMax have been
called 4G.
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Table 3-10 Frequency bands allocated by the ITU World Radiocommunication
Conference 2007 (WRC-2007) for LTE or 4G.

\ Frequency band | Bandwidth |

450-470 MHz 20 MHz
790-862 MHz ITU Reg. 1 72 MHz
698-806 MHz ITU Reg. 2,3 | 108 MHz
2300-2400 MHz 100 MHz
3400-3600 MHz 200 MHz

|

oY

R vAvAVLY Vv v

Figure 3-16 OFDM spectrum with four subcarriers showing orthogonality.

3.11.1 Orthogonal Frequency Division Multiplexing, OFDM

In OFDM, data are simultaneously sent over multiple channels or
subcarriers with the special property that the subcarriers are orthogonal
and precisely spaced in frequency and time. Each subcarrier is transmitted
simultaneously however. Each subcarrier is modulated so each becomes a
subchannel carrying its own datastream. This is shown in the spectrum
of Figure 3-16, where the arrows at the top indicate sampling points for
two subcarriers. The subcarriers are ideally orthogonal. This can be seen
in part by noticing that the peak of one subcarrier is at the zeros of the
other subcarriers. When one subcarrier is sampled, the contribution from
all other carriers is zero; they are orthogonal. The spectra of the subcarriers
overlap, but this does not matter. This scheme enables high-speed data
transmission over possibly hostile channels of an unregulated band. OFDM
is a spread spectrum technique in that data are spread over a large number
of subcarriers. Thus the impact of multipath is mitigated, as each subcarrier
has a relatively narrow bandwidth, or in time, a long duration. Signal
strength and interference, and hence SIR, can differ for each channel and
this is compensated for by having different bit rates in each subchannel, and
also by adjusting the power level in each subchannel.

OFDM can be implemented by using separate modulators and demodu-
lators for each subcarrier, however, this is rarely done. It is also possible and
more practical to replace the separate modulators and demodulators by a
Fast Fourier Transform (FFT) and an Inverse FFT (IFFT), respectively, im-
plemented in DSP. The signal comprising all of the subcarriers is then mod-
ulated onto a single RF carrier. This FFT/IFFT implementation of OFDM is
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Table 3-11 Modulation formats of the OFDM WLAN system denoted by IEEE Standard 802.11a,
generally known as WiFi [37-39].

Data rate | Modulation | Coding Coded bits Code bits per Data bits per
(Mbps) rate per subcarrier | OFDM symbol | OFDM symbol

6 BPSK 1/2 1 48 24
9 BPSK 3/4 1 48 36

12 QPSK 1/2 2 64 48

18 QPSK 3/4 2 96 72

24 16QAM 1/2 4 192 96

36 16QAM 1/2 4 192 144

48 16QAM 3/4 4 288 192

54 64QAM 2/3 6 288 216

called Discrete Multi-Tone (DMT) or OFDM/DMT. Here the subcarriers
share a common carrier and the frequency outputs of the FFT of the datas-
tream are the subcarriers. Generally each subcarrier has its own bitstream
and the total bitstream is carried on perhaps 256 subcarriers. With Forward
Error Correction (FEC) coding, a large fraction of the bits could be lost (be-
cause individual subcarriers collide with other signals), but the datastream
can still be recovered.

Unfortunately the Peak-to-Average power Ratio (PAR) of OFDM is large.
An approximation of the problem is to view an OFDM signal as the
composite of a large number of tones. In practice, the PAR is reduced
through clipping of the signal in DSP (and hence some data are lost).
However, using error correction coding, it is possible to correct and recover
from these errors and recover the missing bits. In the ideal situation the
subcarriers are orthogonal, but timing and frequency offsets cause the
subchannels to interfere with each other. This interference can be reduced
by limiting the number of subchannels and using special pulse shapes that
are more robust to timing errors.

OFDM is the transmission method for digital radio, digital TV (in Europe),
high-speed wireless local and metropolitan area networks (WLAN and
WMAN respectively; e.g., WiFi? and WiMax 2!), and broadband Internet
over phone lines in Digital Subscriber Line (DSL). OFDM achieves close to
maximum spectral efficiency. The OFDM system implemented in the IEEE
Standard 802.11a, one form of WiFi, uses several modulation formats with
different throughputs (see Table 3-11). The difference between the number of
data bits per symbol and the number of coded bits per symbol is the coding
added in the DSP for error correction and to provide additional information

20 Specifically IEEE 802.11a WLAN standard achieving 54 Mbps [37-39].
2l Specifically IEEE 802.16 WMAN standard achieving 18.36 Mbps [40-42].
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Table 3-12 Modulation formats of the OFDM WLAN system, denoted IEEE Standard 802.16d, with a
5 MHz bandwidth, generally known as WiMax [40-42].

Data rate | Modulation | Coding Coded bits Code bits Data bits per
(Mbps) Rate per subcarrier | per OFDM symbol | OFDM symbol
1.89 BPSK 1/2 0.5 176 88
3.95 QPSK 1/2 1 368 184
6.00 QPSK 3/4 1.5 512 280
8.06 16QAM 1/2 2 752 376
12.18 16QAM 3/4 3 752 568
16.30 64QAM 2/3 4 1140 760
18.36 64QAM 3/4 4.5 1136 856

about the channel. The ratio of the number of data bits to the total number
of bits (useful data bits plus forward error correction code bits) is the coding
rate or code rate.

The system described in IEEE Standard 802.16, generally known as
WiMax, also uses OFDM. It is designed to cover a wide geographical area
and hence is designated as WMAN. It is a cellular system implementing
universal frequency reuse with cells that are typically a few kilometers
in diameter. The downlink throughput typically averages 3 Mbps over
a 5 MHz bandwidth when there is a single antenna at the receiver and
with a trisector transmit antenna. In the same 5 MHz bandwidth 7 Mbps
can be achieved with two receive antennas and with six-sector cells (and
hence lower interference from other cells). WiMax uses several modulation
formats, as shown in Table 3-12. Higher-order modulation such as 64QAM
can only be achieved when interference is low.

WiMax has been specified to operate in frequency bands from 2 to 66 GHz,
with few bands requiring licenses. Most activity is below 6 GHz with most
systems expected to operate in the 2.3 GHz, 2.5 GHz, or 5 GHz bands. With
mesh networking capability, WiMax nodes will simultaneously operate in
“subscriber station” and “base station” modes. WiMax handles multiple
users efficiently. In WiFi subscriber units compete to connect to an Access
Point (AP), creating collisions when there are multiple users and a rapid
degradation in the quality of service (QoS) In WiMax the AP assigns a time
slot that a terminal unit uses indefinitely. The time slot can change in length,
but collisions are avoided.

3.11.2 Orthogonal Frequency Division Multiple
Access—OFDMA
OFDMA is the multi-user version of OFDM that supports simultaneous

communication by multiple users and so is an access technology. In OFDM,
multiple orthogonal subcarriers are used with each subcarrier carrying an
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Figure 3-17 A MIMO system showing multiple paths between each transmit antenna and each receive
antenna.

independent bitstream. In OFDMA, generally one or more subcarriers is
assigned to a particular user and this are orthogonal to the subcarriers
used by other users. (It is possible, however, for users to share subcarriers
if other schemes are used to separate users.) OFDMA assigns subcarriers
to a particular user for a specific time period. OFDMA is also known as
multiuser-OFDM and is used in the WiMax Wireless MAN air interface
standard.

3.11.3 Multiple Input, Multiple Output, MIMO

Multiple input, multiple output (MIMO, pronounced my-moe) technology
uses multiple antennas to transmit and receive signals. The MIMO concept
was developed in the 1990s [43,44] and implemented in a variety of WLAN
systems and evolving cellular communications standards. There are several
aspects to MIMO. First, each transmit antenna sends different datastreams
simultaneously on the same frequency channel as other transmit antennas.
The most interesting feature is that MIMO relies on signals traveling on
multiple paths between an array of transmit antennas and an array of
receive antennas. In a conventional communications system the various
paths result in interference and fading, but in MIMO these paths are
used to carry more information. In a MIMO system, each path propagates
an image of one transmitted signal (from one antenna) that differs in
both amplitude and phase from the images following other paths. Each
image arrives at one of the receive antennas at slightly different times and
the phase differences are used to differentiate between them. Effectively
there are multiple connections between each transmit antenna and each
receive antenna (see Figure 3-17). For simplicity, three transmit antennas
and three receive antennas are shown. MIMO, however, can work with as
few as two transmit antennas and one receive antenna, but the capacity is
much higher with more. The high-speed datastream is split into several
slower datastreams, shown in Figure 3-17 as the a, b, and ¢ datastreams.
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The bitstreams are mapped so different versions of the datastreams are
combined, modulated, and sent from each transmit antenna, with the
constellation diagrams labeled A, B, and C. The signal from each transmit
antenna reaches all of the receive antennas by following different paths.

The output of each receive antenna is a linear combination of the
multiple transmitted datastreams, with the sampled RF phasor diagrams
labeled M, N, and O. (It is not really appropriate to call these constellation
diagrams.) That is, each receive antenna has a different linear combination
of the multiple images. In effect, the output from each receive antenna
can be thought of as the solution of a linear equation, with each path
corresponding to an equation. Continuing the analogy, the signal from each
transmit antenna represents a variable. So the set of simultaneous equations
can be solved to obtain the original bitstreams. This is accomplished
by demodulation and mapping with some knowledge of the channel
characteristics, yielding the original transmitted signals modified by
interference. The result is that the constellation diagrams W, X, and Y are
obtained. The composite channel can be characterized using test signals.
Special coding called space-time (or spatiotemporal) coding embedded in
the transmitted datastream also enables estimation of the communication
matrix. Space-time coding encodes each transmitted datastream with
information that can be used to assist in reconstructing the signals on the
others. This is more robust than characterizing the channel with test signals
sent at a different time.

The capacity of a MIMO system with high SIR scales approximately
linearly with the minimum of M and N, min(M, N), where M is the number
of transmit antennas and NV is the number of receive antennas (provided
that there is a rich set of paths) [45,46]. So a system with M = N = 4 will
have four times the capacity of a system with just one transmit antenna and
one receive antenna. Table 3-13 presents the capacity of a MIMO system
with ideal PSK modulation (i.e., without modifications to control PAR) and
two transmit and two receive antennas. This is compared to the capacity
of a conventional (non-MIMO) system. The capacity is presented in bits
per second per hertz and it is seen that significant increases in throughput
are obtained when SIR is high. MIMO is incorporated in the WiMax (IEEE
802.16d) and WiFi (IEEE 802.11n) standards, where spectral efficiencies of
6.35b-s~1-Hz ! have been achieved in commercial systems.

In summary, MIMO systems achieve throughput and range improve-
ments through four gains achieved simultaneously:

1. Array gain resulting from increased average received SNR obtained by
coherently combining the incoming and outgoing signals. To exploit
this the channel must be characterized. This increases coverage and

QoS.

2. Diversity gain obtained by presenting the receiver with multiple
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Table 3-13 Capacity of MIMO schemes with PSK modulation for different received
SIRs compared to the maximum capacity of a conventional non-MIMO scheme. M
is the number of transmit antennas, N is the number of receive antennas. Data are
from He and Georghiades [47].

Modulation | Capacity b-s™"Hz-~" (bits per second per hertz)
scheme Non-MIMO MIMO with M =2, N =2
M=1N=1 SIR SIR SIR SIR

maximum 0dB | 10dB | 20dB | 30dB

BPSK 1 1.2 2 2 2
QPSK 2 1.6 3.7 4 4
8PSK 3 1.6 4.8 6 6
16PSK 4 1.6 49 7.5 8

identical copies of a given signal. This combats fading. This also
increases coverage and QoS.

3. Multiplexing gain by transmitting independent data signals from
different antennas to increase throughput. This increases spectral
efficiency.

4. Cochannel interference reduction. This increases cellular capacity.

MIMO can be combined with spreading to obtain a scheme denoted
as MIMO-CDMA. MIMO-CDMA achieves greater capacity than MIMO-
OFDM when SIR is low, generally below 10 dB [48]. At high SIR, however,
MIMO-OFDM achieves higher capacity than MIMO-CDMA.

3.11.4 Spectrum Utilization

Allocation of the EM spectrum is controlled by governments with a
reasonable degree of coordination through the ITU. The spectrum is
divided into nonoverlapping blocks of frequencies with restrictions to
specific geographic areas, technical characteristics, output power levels,
and applications. Generally, rigid specifications are required to avoid
interference with other users. The structure of frequency assignment in
the EM spectrum and the control of spectrum usage is essential to
radio technology development which utilizes fixed frequency, narrowband
circuits, and architectures. It is also much easier to develop RF hardware
for fixed narrowband systems. Another important factor is that spectrum
assignment has enabled auctions of spectrum bands and a significant
source of revenue for governments; no government will relinquish this
revenue easily. Owners of spectrum are also quite pleased with the current
system, as they can be reasonably sure of being free of interference. It is
important to have a predictable medium after significant investments in
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capital expenditure (CapEx) and license costs. However, a big price has been
paid for the current situation.

For many years there have been claims that the spectrum is crowded and
that the spectrum is a limited resource, resulting in what is called “spectrum
crowding.” This is a consequence of the assignment of specific bands for
specific purposes and dedicated, except for a few ISM bands, to licensed
operators.?? The latest paradigm shift in spectrum assignments has been the
adoption of cellular radio technology, which, in part, addresses this problem
of limited spectrum. In radio systems, the concept of avoiding interference
is central to the assignment of spectrum utilization to geographic areas.
This promotes the move to higher frequencies of operation, higher licensing
fees (through competitive bidding), and domination of the industry often
by very large enterprises. However, there are significant changes under
way. WiFi is having a tremendous impact, with significant erosion of the
price of wireless connectivity. WiFi has been quickly adopted by consumers
and many stores and cities are installing open WiFi systems to attract
customers. WiFi operates in two bands around 2.4 GHz and 5.6 GHz, but
other than that it is fairly loose, with individual radio units determining the
best conditions under which to operate. The shared spectrum movement
enables different vendors to share the same spectrum and to rent spectrum
as needed per use. Commercial exploitation of shared spectrum began in
2008 using cognitive radio. This is a new paradigm where a radio senses
its environment and decides how to make best use of it. Many different
kinds of radio units have been considered—sophisticated signal processing
is enabling RF hardware to be multifunctional, operate in a number of
bands, and implement a number of functions (GPS, cellular, etc.). In the
case of cellular radio handsets some units have a common transmit amplifier
covering the 1 GHz and 2 GHz bands. Antenna systems are being built that
can operate from 800 MHz to 2.5 GHz. All this leads to a radical idea for
the use of the EM spectrum. The idea is to develop wideband hardware
that adaptively utilizes the spectrum. One approach is to sniff out the EM
environment and use spectrum that is not currently being utilized, even
if it is in a licensed band. The promise is a dramatic increase in spectrum
utilization. Implementing these ideas will require significant changes to the
regulatory environment. Concepts of renting spectrum are being thought
through. Much more likely in the long term is the idea of transmitting
signals at power levels significantly below the noise floor—so called Ultra-
Wideband Systems (UWB).

22 This has its roots in the Titanic shipwreck aftermath. A decision that was necessary at the
time, but which had a significant impact on the development of radio.
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Figure 3-18 Data rate capacity of evolved 3G and beyond cellular communications.
LTE is long term evolution which is also called 4G.

3.11.5 Summary of Evolved 3G and 4G

With the advent of MIMO it is necessary to modify Shannon’s capacity
limit as MIMO systems can exceed the limit defined for a single channel.
Shannon’s capacity limit for a MIMO system becomes

C = B.In(1+SIR - H) (3.22)

where H is a MIMO capacity factor that depends on min(M, N) [45].
There seems little doubt that 4G cellular communication technologies will
be based on a combination of OFDM and MIMO (MIMO-OFDM) or a
combination of MIMO and CDMA (MIMO-CDMA). There is a tremendous
increase in channel carrying capacity, especially when the SIR is high. The
data rate capacity of 2G systems (GSM and CDMA) is contrasted with the
capacity of 3G (WCDMA) and what are called evolved 3G and 4G systems
in Figure 3-18. Evolved 3G incorporates many of the features of 4G. Fourth
generation (4G), including LTE, is the implementation of MIMO and OFDM
or CDMA technologies with space-time coding. achieving packet-switched
low-latency data transmission at mobile rates up to 100 Mbps and rates
while stationary of 1 Gbps. Some 4G systems will use multiple channels,
including multiple standards simultaneously. The defining characteristic of
4G will be universal pervasiveness.

3.12 Radar Systems

Radar uses EM signals to determine the range, altitude, direction, and speed
of objects called targets by looking at the signals received from transmitted
signals called radar waveforms. The earliest use of EM signals to detect
targets was demonstrated in 1904 by Christian Hiilsmeyer using a spark gap



RADIO FREQUENCY SYSTEMS

151

Table 3-14 IEEE radar bands and applications.

Band | Frequency

| Wavelength | Application

HF 3-30 MHz 10-100 m Over-the-horizon radar, oceanographic mapping

VHF | 30-300 MHz | 1-10m Oceanographic mapping, atmospheric monitoring, long-
range search

UHF | 0.3-1GHz 1m-30cm | Long-range surveillance, foliage penetration, ground pene-
tration, atmospheric monitoring

L 1-2 GHz 15-30 cm Satellite imagery, mapping, long-range surveillance, envi-
ronmental monitoring

S 2-4 GHz 7.5-15 cm Weather radar, air traffic control, surveillance, search, IFF
(identify, friend or foe)

C 4-8 GHz 3.75-7.5 cm | Hydrologic radar, topography, fire control, weather

X 8-12 GHz 2.5-3.75cm | Cloud radar, air-to-air missile seeker, maritime, air tur-
bulence, police radar, high-resolution imaging, perimeter
surveillance

Ku 12-18 GHz 1.7-2.5 cm Remote sensing, short-range fire control, perimeter surveil-
lance; pronounced “kay-you”

Ka 27-40 GHz 75-12mm | Police radar, weapon guidance, remote sensing, perimeter
surveillance, weapon guidance; pronounced “kay-a”

\% 40-75 GHz 4-7.5 mm Perimeter surveillance, remote sensing, weapon guidance

W 75-110 GHz | 2.7-4 mm Perimeter surveillance, remote sensing, weapon guidance

generator [49]. This system was promoted as a system to avoid collisions
of ships and detected the direction of targets only. Research contributed to
further developments, with a significant acceleration during World War IL
Radar is now a word in its own right, but in 1941 the term RADAR was
created as an acronym for radio detection and ranging.

In a radar system, typically a high-gain antenna such as a parabolic
antenna is used to transmit a radar signal, but always a high-gain antenna
is used to receive the signal. If the same antenna is used for transmit and
receive (but possibly two similar antennas at the same site) the system is
called a monostatic radar (see Figure 3-19(a)). Radar with transmit and
receive antennas at different sites is called bistatic radar (shown in Figure
3-19(b)).

In a monostatic radar using the same antenna for transmit and receive, the
space is painted with a radar signal and the received signal captured after
the propagation delay from the antenna to the target and back again. A radar
image can then be developed. It is only necessary, however, that the receive
antenna move. In many radars the receive antenna is mechanically steered
and often a regular rotation is used. With so-called synthetic aperture radars,
a platform such as an aircraft moves the radar in one direction and a one-
dimensional mechanical or electrical scan enables a two-dimensional image
to be developed.
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Figure 3-19 Radar system: (a) monostatic radar with the same site used for transmission of the radar
signal and receipt of the reflection from the target; and (b) bistatic radar with different transmit and receive
sites.
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Figure 3-20 Radar waveforms: (a) continuous wave; (b) pulsed wave; (c) frequency
modulated continuous wave; and (d) phase-encoded (PSK-coded) waveform.

The categories of radar waveforms are shown in Figure 3-20. The
continuous wave (CW) waveform shown in Figure 3-20(a) is on all or most
of the time and is used to detect a reflection from a target. This reflected
signal is much smaller than the transmitted signal and it can be difficult
to separate the transmitted and received signals. A monostatic CW radar
architecture is shown Figure 3-21(a), where a circulator? is used to separate
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Figure 3-21 Radar architectures: (a) CW radar; (b) CW Doppler radar; (c¢) CW Doppler radar with

separate transmit and receive antennas; and (d) bistatic CW Doppler radar.

the transmitted and received signals. The received signal is converted to
digital form using an ADC and the bandwidth of the ADC with the required
dynamic range determines the limit on the bandwidth of the radar signal.
Generally the broader the bandwidth, the better the radar system is at
identifying objects. A CW signal can be used to develop an image, but
is not good at determining the range of a target. For this, a pulsed radar
waveform, as shown in Figure 3-20(b), is better. The repetition period, T, is
more than the round-trip time to the target, thus the time interval between
the transmitted signal and the returned signal can be used to estimate range.
Direction is determined by the orientation of the antenna.

The CW architecture can also be used with pulsed radar. In pulsed radar,
the signal received contains the desired target signal, multipath and echoes,
and clutter, as shown in Figure 3-22(a). These effects also appear in the
signal received in CW radar, but it is much easier to see in pulsed radar.
Identifying clutter and multipath effects is a major topic in radar processing.
Alternative waveforms, especially digitally modulated waveforms, aid in
extracting the desired information. The frequency modulated waveform, or
chirp waveform, in Figure 3-20(c) will have a reflection that will also be
chirped, and the difference between the frequency being transmitted and
that received indicates the range of the target, provided that the target is not

23 Circulators are considered in Section 7.15 on Page 406. For the circulator shown, power
entering Port 1 of a circulator leaves at Port 2 and power entering Port 2 is delivered to Port
3. S0 Ports 1 and 3 are isolated.
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Figure 3-22 Radar returns: (a) pulsed radar; and (b) CW Doppler radar.

moving. The radar architecture that can be used to extract this information
is shown in Figure 3-21(b). The directional couplers® tap off a small part
of the transmit signal and use it as the LO of a mixer with the received
signal as input. A similar architecture is shown in Figure 3-21(c), but now
separate transmit and receive antennas are used to separate the transmitted
and received signals rather than using a circulator. Better separation of the
transmitted and received signals can be obtained this way. The IF that results
is proportional to the range of the target.

The power of the signal reflected by the target and captured by the receive
antenna is given by the radar equation:

o PTGTARUF4

Pr=—"—""—-" (3.23)
(4n)?R2 RS,

where Pr is the transmit power delivered to the transmit antenna, Gr is
the antenna gain of the transmitter, A is the affective aperture area of the
receive antenna, o is the radar cross section of the target, F' is the pattern
propagation factor, Rt is the distance from the transmitter to the target, and

24 Directional couplers are discussed in Section 9.7 on Page 483.
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Table 3-15 Doppler frequency shifts for targets moving toward a radar at speed vr.

Radar Relative speed, vr
frequency, fr | 1m/s | 100 km/hr | 1000 km/hr
500 MHz 3.3Hz 92.6 Hz 9259 kHz
2 GHz 13.3 Hz 370.4 Hz 3.704 kHz
10 GHz 66.7 Hz 1.852 kHz 18.519 kHz
40 GHz 266.7 Hz | 7.407 kHz 74.074 kHz

Rp is the distance from the target to the receiver. F' captures the effective loss
due to multipath, which was captured in communications by introducing a
signal dependence of 1/d", where n ranges from 2 to 4 depending on the
environment. In free space, F' = 1. If the same antenna is used for transmit
and receive, and if multipath is not important (so /' = 1), then Equation
(3.23) becomes
P T GTA RO
Pr = ——21>
(4m)2 R4

where R = Ry = Rp. In Section 2.5.4 on Page 79 the antenna effective area
is related to the antenna gain. From Equation (2.25),

(3.24)

2
Ap = GrA , (3.25)
47
and so, with Gr = G, Equation (3.24) becomes
o PTG%/\ZU

If a signal of frequency fr is transmitted, then the received signal will be
at frequency

fr=fr+ fp (target moving toward the radar) (3.27)
fr=fr— fp (target moving away from the radar), (3.28)

where fp is the Doppler shift:

2v

fp = 28T (3.29)
where vy is the radial component of the speed of the object relative to the
radar and c is the speed of light. Typical Doppler shifts are shown in Table

3-15.
If the target is moving, then there will be a Doppler shift. If the target
is moving toward a CW radar, then the frequency of the returned signal
will be higher, as shown in Figure 3-22(b). A similar architecture to that
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used with chirp radar can be used (see Figures 3-21(b) and 3-21(c)). The
concept can be extended to bistatic radars, but now the LO reference must
be generated. As was seen with digitally modulated signals, the frequency
of the transmit carrier can be recovered for digitally modulated signals
such the PSK-encoded signals shown in Figure 3-20(d). Advanced high-
end radars use digital modulation and CDMA-like waveforms and exploit
space-time coding. Typically the radar waveforms to be transmitted are
chirped, which is a technique that takes the desired transmit waveform and
stretches it out in time so that it can be more efficiently amplified and more
power can be transmitted. At the receiver, the radar signal is compressed in
time so that it corresponds to the original transmit signal prior to chirping.

It should be apparent that radars and radar waveforms can be optimized
for imaging or exploiting Doppler shifts to track moving targets. Imaging is
suitable when there is little clutter, such as looking into the air. However,
it is difficult to detect targets such as cars that are moving on the
ground. So-called ground moving target indication radar (GMTI) relies on
Doppler shifts to discriminate moving targets, and then the ability to image
accurately is compromised. Considerable effort is devoted to developing
waveforms that are difficult to detect (stealthy) and are optimized for either
imaging or GMTL

Another important radar variant is synthetic aperture radar (SAR), which
utilizes the movement of the radar platform, generally an aircraft, and is
used in remote sensing and mapping. SAR yields static imagery and DSP
produces a very narrow effective beam derived from the movement of the
platform.

3.13 Radiometer System

A radiometer measures the power in EM radiation predominantly at
microwave frequencies and most commonly measures noise. Radiometers
are used in remote sensing and radio astronomy, especially by satellites
and aircraft. Understanding the physical process that creates uncorrelated
radiation enables vegetation, air and sea temperatures, ice coverage, ocean
salinity, and other surface and atmospheric sources to be identified from the
spectrum captured by a radiometer. Radiometers monitor discrete windows
of the spectrum, particularly at frequencies corresponding to molecular
resonances. A radiometer includes a mechanism for rapid calibration,
quickly switching between the object being observed and another object
serving as a calibrated noise source. In aircraft and on land, the calibration
source is a resistor, often held at low temperatures, and switching uses what
is called a Dicke switch. A satellite-based radiometer is shown in Figure 3-
23, and instead of a Dicke switch, the calibration is obtained by switching
the antenna beam between the observed region (beam A) and an empty
area of space (beam B). With a Dicke switch or antenna beam switching,
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Figure 3-23 Radiometer: (a) heterodyne architecture showing calibration switch; and (b) satellite
radiometer that switches between two beams, one oriented at the region being monitored and the other
the much colder space which serves as calibration.

it is possible to achieve 0.1 K of stability.

3.14 Summary

Radio frequency and microwave design continues to rapidly evolve,
responding to new communication, radar, and sensor architectures and
exploiting opportunities made available with monolithic integration. An
advanced integrated comunications system incorporates several important
trends and desired attributes:

1. Direct digital synthesis (DDS): This requires the use of fast digital-
to-analog and analog-to-digital converters to directly produce and
sample RF signals, with minimum mixers eliminated entirely. For
systems operating in the low gigahertz region, it can be expected that
mixers are eliminated entirely. For millimeter wave communications,
the number of mixers would be reduced to one.

2. Digitization: The concentration of functionality in the digital
domain. The availability of enormous computing complexity with low
DC power requirements facilitates novel approaches to low-power
wireless design. Improved performance relative to the traditional
analog circuit implementation can be accomplished using digital
signal processing techniques.

3. Reprogrammable transceiver module: The combination of the above
functions leads to a reprogrammable universal transmit/receive (T/R)
module. This is a wireless solution that can adapt to changes in
communication standards and frequency bands through changes in
the DSP program.
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4. Linearization:

Digital predistortion technique based in DSP. An

optimum predistortion function will be developed by macromodeling

the nonlinear transmit path.

5. Adaptivity: Adaptable, switchable, and tunable RF and microwave
components are becoming available. Components becoming available
are tunable capacitors based on micromachining technology (MEMS),
ferroelectrics, and MEMS switches. Tunable subsystem components
include tunable filters, delay lines, and phase shifters.

Radio frequency systems will continue their rapid pace of evolution.

3.15 Exercises

1.
2.

Write your name in Morse code (see Table 3-1).

A new communication system is being inves-
tigated for sending data to a printer. The sys-
tem will use GMSK modulation and a chan-
nel with 25 MHz bandwidth and a bit rate of
10 Mbps. The modulation format will result in
a spectrum that distributes power almost uni-
formly over the 25 MHz bandwidth. [Parallels
Example 3.1 on Page 122]

(a) What is the processing gain?

(b) If the received RF SIR is 6 dB, what is the
effective system SIR (or Ej/N,) after DSP.
Express your answer in decibels.

(c) What is the system BER prior to the use
of error correction coding? Use Figure 1-
15(b) noting that GMSK is a type of FSK
modulation.

Research at Bell Labs in the 1960s showed that
the minimum acceptable SIR that was com-
fortable in voice communications is 17 dB.
This applies to analog modulated signals, but
not digitally modulated signals, where BER is
important. Consider a seven-cell cluster. If the
power falls off as 1/d®, where d is distance
(this corresponds to a suburban environment),
determine the worst possible SIR considering
only interference from other radios. The worst
situation will be when a mobile handset is at
the edge of its cell. To do this you need to es-
timate the distance from the handset to the
other base stations (in neighboring clusters)
that are operating at the same power levels.

Consider the cells to be hexagons. Develop a
symbolic expression for the total interference
signal level at the handset, assuming that all
base stations are radiating at the same power
level, P. You can be reasonably approximate
in determining distances. For example, each
distance can be expressed in terms of inte-
ger multiples of cell radii, R. Is the 17 dB SIR
achieved with analog radio?

. Short answer questions. Each part requires a

short paragraph of about five lines and a fig-
ure, where appropriate, to illustrate your un-
derstanding.

(a) Cellular communications systems use
two frequency bands to communicate be-
tween the base station and the mobile
unit. The bands are generally separated
by 50 MHz or so. Which band (higher or
lower) is used for the downlink from the
base station to the mobile unit and what
are the reasons behind this choice?

(b) Describe at least two types of interference
in a cellular system from the perspective
of a mobile handset.

(c) The three main cellular communication
bands are centered around 450 MHz,
900 MHz, and 2 GHz. Compare these
three bands in terms of multipath effects,
diffraction around buildings, object (such
as a wall) penetration, scattering from
trees and parts of trees, and the ability
to follow the curvature of hills. You can
use a table and indicate the relative at-
tributes: HIGH, MEDIUM, and LOW.
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5. An antenna with a gain of 10 dB presents a
signal with a power of 5 dBm to a low-noise
amplifier along with noise of 1 mW and an in-
terfering signal of 2 mW.

(a)

(b)

What is the SIR? Include both noise and
the interfering signal in your calculation.
Express your answer in decibels.

The modulation format and coding
scheme used have a processing gain, G p,
of 7 dB. The modulation scheme has four
states. What is the ratio of the energy per
bit to the noise per bit, that is, what is the
effective Ey /N,?

6. Describe the following concepts and, if appli-
cable, the reason behind their usage.

(@)
(b)

(©

Clusters in a cellular phone system.
Multipath effects in a central city area
compared to multipath effects in a desert.
There are three major cell phone fre-
quency bands centered at 450 MHz,
900 MHz, and 1900 MHz. Contrast opera-
tion of a cell phone system at these differ-
ent frequency bands in terms of perfor-
mance, number of users supported, cell
size, and signal propagation.

7. The power of a received signal is 1 pW and the
received noise power is 200 fW. In addition the
level of the interfering signals is 100 fW. What
is the signal to noise ratio? Treat interference
as if it was an additional noise signal.

8. A 4kHzbandwidth voise signal is coded as an
8 kbps data stream. Coding increases the data
stream to 64 kbps. What is the processing gain
that can be achieved at the receiver?

9. If a received signal as an SIR of —5 dB and the
processing gain that can be achieved for the

moudlation and coding used is 15 dB, what is
the E /Ny after processing?

10. Short answer questions on modulation and
spectral efficiency.

(@)

(b)

(©

(d)

What is the PAR of a phase modulated
signal?

In less than five lines explain your under-
standing of spectral efficiency as it relates
to bits per hertz. That is, how can you
have a spectral efficiency of n bits/Hz
where n is more than 1? [Note that some-
times this is expressed as bits/sec/Hz as
well as bits/Hz.]

What is the spectral efficiency of a QPSK
modulated signal? Ignore the impact of
the number of cells in a cluster.

A proposed modulation format has a
spectral efficiency of 3.5 bits/sec/Hz.
Antenna sectoring and required SNR
lead to a system with seven cells per clus-
ter. You can ignore the impact of cod-
ing so you can assume that R, = R..
What is the spectral efficiency in terms of
bits/sec/Hz/cell modulated signal?

11. Short answer questions. Each part requires a
short paragraph of about five lines and a fig-
ure, where appropriate, to illustrate your un-
derstanding.

(@)

(b)

Explain how OFDM reduces the impact
of multiple paths in a wireless communi-
cation system.

Explain how MIMO exploits multipath to
enhance the capacity of a digital commu-
nication system.
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4.1 Introduction

A transmission line stores electric and magnetic energy distributed in space
and alternating between the two forms in time. That is, at any position
along the line the energy is stored in a combination of electric and magnetic
forms and, for an alternating signal at any position on the line, converted
from one form to the other as time progresses. As such, a transmission
line has a circuit form that combines inductors, Ls (for the magnetic
energy), capacitors, C's (for the electric energy), and resistors, Rs (modeling
losses), whose values are dependent on the geometry of the line and the
properties of the materials comprising the line. Thus transmission lines of
various lengths and crosssections mimic circuits. Distributed structures,
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(c) coaxial cable

Figure 4-1 Several homogeneous transmission line structures: (a) two-wire line; (b) strip-above-ground
plane; and (c) coaxial cable.

of which transmission lines are the most fundamental members, are what
distinguishes RF, microwave, packaging, and high-speed digital design
from lumped-element (R, L, and C) circuit design. In this chapter the
properties of transmission lines are considered. It will be seen how they can
be modeled using lumped elements and it will be seen how simple lumped-
element circuits can be realized using combinations of transmission lines,
and how transmission lines can be used to achieve surprising functionality
beyond that which can be achieved with lumped-element circuits. The
discussion of transmission lines introduces concepts that apply to all
distributed structures.

The transmission lines considered here are systems of two or more
closely spaced parallel conductors.! For now, the discussion is restricted
to considering just two parallel conductors, as shown in Figure 4-1(a),
with the distance between the two wires being substantially smaller than
the wavelengths of the signals on the line. Then the structure may be
satisfactorily analyzed on the basis of voltages and currents. As the
frequency increases, and therefore the wavelength becomes smaller, and the

1 Rectangular waveguide is a transmission line that has just one conductor. Dielectric lines

can have no conductor.
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crosssectional dimensions become electrically larger, it becomes necessary
to set up a complete EM field solution in order to analyze the structures. By
considering only transmission lines where electrically small transverse line
dimensions® prevail, a number of useful results are obtained on a voltage
and current basis. The theory thus developed is called distributed circuit
theory.

Metallic conductors forming a transmission line are crystals with
positively charged ions locked into position in a regular lattice. Each
ion comprises a nucleus of an atom which is positively charged and a
complement of electrons local to each atom which almost, but not quite,
balances the positive charge locally. In a metallic crystal there are free
electrons shared by several ions, with the overall effect that the positive and
negative charges are balanced and the free electrons can wander around
the lattice. The movement of charge results in a magnetic field, and hence
magnetic energy storage. The ability of a structure to store magnetic energy
is described by its inductance, L. Similarly the rearrangement of charge
to produce localized net positive or negative charge on one conductor of
the pair is matched by an opposing charge on the adjacent conductor. This
separation of charge results in an electric field, and thus electric energy
storage, with the capacitance, C, indicating the amount of energy that can
be stored. The ratio of the energy stored in the magnetic and electric forms
is proportional to L/C and the rate at which the energy can be moved is
proportional to 1/v/LC; together these determine the characteristics of the
transmission line. A lossless transmission line is generally characterized by
its characteristic impedance:

Zo=+/L/C, (4.1)

with the units of ohms (2) and its propagation constant
v=VLC, (4.2)

which in the SI system has the units of inverse meters (m~!). Another
way of looking at transmission lines is that they confine and guide an EM
field between them. In fact, transmission lines are also, but less commonly,
called waveguides. Many structures can successfully guide waves, and two
additional ones are shown in Figures 4-1(b) and 4-1(c). The “strip-above-
ground” transmission line shown in Figure 4-1(b) confines the EM field
mostly between the flat metal strip and the metallic ground plane below
it. However, some energy is distributed above and to the sides of the lines
so that the EM energy is not completely confined. As long as the distance
between the strip and the ground plane is less than half a wavelength of
the signal on the line, the energy will follow the strip along its length and

2 Say, less than 1/20 of a wavelength.
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around bends, etc. When the separation is more than one-half wavelength
EM energy will radiate away from the line. The coaxial line shown in Figure
4-1(c) completely confines the field between the inner conductor and the
outer conductor. Now, if the spacing between the conductors is less than
one-half wavelength the fields will, in general, be coherently guided in
what is called a single mode. With some structures, such as the strip-above-
ground line of Figure 4-1(b), there is an additional criterion that the width
of the strip be less than A/2.

In low-frequency analog and digital circuits, transmission lines are often
referred to as interconnects and can be viewed simply as wires, and
provided that the wire has sufficiently low resistance, the interconnect can
be largely ignored. However, if transmission must be over a nonnegligible
distance compared to a wavelength (\), then the interconnect must be
considered as part of the circuit.

The earliest fundamental understanding of signal transmission led
to telegraphy over distances. The critical theoretical step that enabled
transmission over more than short distances to be achieved was the
development of an understanding of signal transmission on lines using
what is now called phasor analysis.> The mathematician and engineer
Oliver Heaviside [50] developed the frequency-domain-based treatment of
signal propagation on transmission lines. Frequency-domain analysis (i.e.,
using phasors) is still the best way to develop a fundamental understanding
of transmission lines, even if they are used for purely digital signals.

The key determinant of whether a transmission line can be considered
as an invisible connection is whether the signal anywhere along the
interconnect has the same value at a particular instant. If the value of the
signal (say, voltage) varies along the line (at an instant), then it may be
necessary to consider transmission line effects. A typical criterion used is
that if the length of the interconnect is less than 1/20 of the wavelength of the
highest-frequency component of a signal, then transmission line effects can
be safely ignored and the circuit can be modeled as a single RLC circuit [51].
The actual threshold used—A\/20, A/10, or A/5—is based on experience and
the particular application. For example, an interconnect on a silicon chip
clocking at 4 GHz has an appreciable frequency component at 20 GHz. Then
the interconnect reaches the A/10 threshold when it is 4.5 mm long. This
is less than the dimensions of most chips, which can be up to 2 cm on a
side. Thus it takes a finite time for the variation of a voltage at one end of
an interconnect to impact the voltage at the other end. The ultimate limit

3 A phasor is a complex number that combines the amplitude and phase of a sinewave. With
transmission line equations, the introduction of phasors eliminates time dependence from
the equations and the dimensionality of the equations is reduced by one. Also, in circuit
analysis, when phasors are introduced, differential equations in time become algebraic
equations, which are much easier to handle. When phasors are used, no information on
frequency is retained.
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is determined by the speed of light, ¢, but this is reduced by the relative
permittivity and permeability of the material in which the fields exist. The
relative permittivity and permeability describe the effect of excess potential
energy storage in the material in a manner that is analogous to storing
mechanical energy in a spring.

4.1.1 Movement of a Signal on a Transmission Line

A coaxial line (Figure 4-2(a)) is the quintessential transmission line, as it
is one of the few transmission line structures that can be described exactly
from first principles* when there is no loss. Here a realistic coaxial line is
considered with conductors having a small amount of loss, a structure that
does not have an exact solution. When a positive voltage pulse is applied
to the center conductor of the coaxial line, an electric field results that is
essentially directed from the center conductor to the outer conductor. A
much smaller component of the electric field will also be directed along the
line. The direction of the electric field is the direction in which a positive
charge would move if it was released into the field. The component of the
field that is directed along the shortest path from the center conductor to
the outer conductor (in what is called the transverse plane) is denoted E7,
and the component directed along the line is denoted E; . (The subscripts 7'
and L denote transverse and longitudinal components, respectively.) Thus,
while E; <« Er, it is necessary to accelerate electrons on the conductors
and so give rise to current flow, and hence the movement of the pulse along
the line. Figure 4-2(b) shows the fields in the structure after the pulse has
started moving along the line. This is shown in another view in Figure 4-3.
The transverse voltage, Vr, is given by Er integrated along a path between
the inner and outer conductors: Vpr ~ Er(a — b). This is a good measure,
provided that the transverse dimensions are sufficiently small compared to
a wavelength (otherwise the integral does not come out so simply, as it is
path dependent).

The pulse moves down the lossless line at the phase velocity, v,.° It is
determined by the physical properties of the region between the conductors.
The permittivity, €, describes the energy storage capability associated with
the electric field, F, and the energy storage associated with magnetic field,
H, is described by the permeability, .. (Both ¢ and 1 are properties of the

4 Applying Maxwell’s equations and assuming perfect conductors and using cylindrical
symmetry and phasors reduces the dimensionality of the problem from four dimensions
(the three spatial dimensions plus time) to two spatial dimensions. Maxwell’s equations are
discussed in Appendix D.

Specifically, the phase velocity is the apparent velocity of a point of constant phase on a
sinewave. While v, can vary with frequency, it is almost frequency independent for a low-
loss coaxial line of relatively small transverse dimensions (less than A/10).
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Figure4-2 A coaxial transmission line: (a) three-dimensional view; (b) the line with pulsed voltage source
showing the electric fields at an instant in time as a voltage pulse travels down the line.
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Figure 4-3 Fields, currents, and charges on the coaxial transmission line of Figure 4-2.

medium—the material.) It has been determined that®

vp = 1/\/JiE . (4.3)

In a vacuum € = ¢, the free-space permittivity, and p = po, the free-space

6 Thisis derived from Maxwell’s equations; there is no underlying theory for these equations,

but they have been verified by numerous experiments.
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permeability. These are physical constants and have the values:

Permittivity of free space o = 8.854 x 1072 F-m™*
Permeability of free space o = 47 x 107" Hm™!

One conclusion here is that EM energy can be stored in a vacuum (or free
space). So in free space, or on an air-filled coaxial line, v, = ¢ = 1/,/fgeg =
3 x 108 m's~!. The wavelengths, \o = ¢/ f, at several different frequencies
are

f | 100MHz 1GHz 10GHz
A | 3m 30cm 3.0cm

These are dimensions comparable to the sizes of many circuits. Commonly
Ao is used to indicate the wavelength in free space and )\, the guide
wavelength, is used to denote the wavelength of a transmission line (or
waveguide). A dielectric cannot have a dielectric constant less than ¢, and
so it is convenient to use the relative permittivity (or the less commonly used
term dielectric constant), ¢,., defined as

&r = €/€o - (4.4)
Similarly the relative permeability is

e = 1/ 1o (4.5)

and most materials have p, = 1. The permittivity, permeability, and
conductivity of materials used in RF and microwave circuits are given in
Appendix C.

EXAMPLE 4. 1 Transmission Line Wavelength

A length of coaxial line is filled with a dielectric having a relative dielectric constant of 20
and is designed to be one-quarter wavelength long at frequency, f, of 1.850 GHz.

(a) What is the free-space wavelength at 1850 MHz?
(b) What is the wavelength of the signal in the dielectric-filled coaxial line?

(c) How long is the line?

Solution:

(@) Mo =c/f =3x108/1.85 x 10° = 0.162m = 16.2 cm
(b) Ag = Ao/y/Er =16.2 cm/+/20 = 3.62 cm
() A\g/4=3.62cm/4 =9.05 mm
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4.1.2 Current and Voltage on Transmission Lines

The majority of transmission lines used in design are planar, as these can be
defined using masks, photoresist, and etching of metal sheets. Such lines are
called planar interconnect. A common planar interconnect is the microstrip
line shown in crosssection in Figure 4-4’. This crosssection is typical of what
would be found on a semiconductor or printed wiring board (PWB), which
is also called a printed circuit board (PCB). Current flows in both the top
and bottom conductor, but in opposite directions. The physics is such that if
there is a signal current on the top conductor, there must be a return signal
current, which will tend to be as close to the signal current as possible to
minimize stored energy. The provision of a signal return path close to the
signal path is important in maintaining the integrity (i.e., predictable signal
waveform) of an interconnect.

In the microstrip line, electric field lines start on one of the conductors and
finish on the other and are located almost entirely in the plane transverse
to the long length of the line. The magnetic field is also mostly confined
to the transverse plane, and so this line is referred to as a transverse
electromagnetic (TEM) line. Integrating the electric field along a path gives
the voltage. Since the voltage between the top and bottom conductors is
more or less the same everywhere, longer £ field lines correspond to lower
levels of E field. The strength of the F field is also indicated by the density
of the F field lines. This is a drawing convention for electric and magnetic
fields. A further comment is warranted for this line. This line is more
commonly called a quasi-TEM line, as the longitudinal fields are not as
negligible as with the coaxial line considered previously. On a microstrip
line, the relative level of the longitudinal fields increases with frequency,
but below about 10 GHz and for typical dimensions used, the line is still
essentially TEM. Figure 4-4 illustrates an important point: current flows in
the strip and a return current flows in what is normally regarded as the
grounded conductor. Both the signal and return currents induce a magnetic
field and the closed path integral of the magnetic field is equal to the current
contained within the path.

Various schematic representations of a transmission line are used. To
illustrate this, consider the various representations in Figure 4-5 of a length
of microstrip line shorted by a via at the end denoted by “2” (specifically
the “2” refers to Port 2). The representations shown in Figures 4-5(d), 4-5(e),
and 4-5(f) are commonly used in circuit diagrams. The preference depends
on the number of transmission lines in a circuit diagram. If a circuit diagram
has many transmission line elements, such as the filter circuits of Chapter 10,
then the simple representation of Figure 4-5(f) is most common. If there are

7 An entertaining account of the early application of microstrip transmission lines can be

found in Barrett [52]. The original analysis of microstrip was based on the unfolding of a
coaxial line.
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Figure 4-4 Crosssectional view of a microstrip line showing the electric and
magnetic field lines and current flow for a microstrip interconnect. The electric and
magnetic fields are in two media—the dielectric and air.
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Figure 4-5 Representations of a shorted microstrip line with a short (or via) at Port 2: (a) three-
dimensional (3D) view indicating via; (b) side view; (c) top view with via indicated by X; (d) schematic
representation of transmission line; (e) alternative schematic representation; and (f) representation as a
circuit element.

few transmission line elements, then the representation of Figure 4-5(d) is
most common.

4.1.3 Forward- and Backward-Traveling Pulses

Forward- and backward-traveling pulses are shown in Figure 4-6(a), for
the situation where the resistance at the end of the line is lower than the
characteristic impedance of the line (Z;, < Zj). The voltage source is a step
voltage which is zero for time ¢ < 0. At time ¢t = 0, the step is applied to
the line and it begins traveling down the line, as shown at time ¢ = 1. This
voltage step moving from left to right is called the forward-traveling voltage
wave. At time ¢ = 2, the leading edge of the step reaches the load, and as the
load has lower resistance than the characteristic impedance of the line, the
total voltage across the load drops below the level of the forward-traveling
voltage step. The reflected wave is called the backward-traveling wave and
it must be negative, as it adds to the forward-traveling wave to yield the total
voltage. Thus the voltage reflection coefficient, I, is negative and the total
voltage on the line, which is all we can directly observe, drops. A reflected,
smaller, and opposite step signal travels in the backward direction and adds
to the forward-traveling step to produce the waveform shown at ¢ = 3. The
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Figure 4-6 Reflection of a pulse from a resistive load: (a) when the resistance of the load is lower than the
characteristic impedance of the line; and (b) when the resistance of the load is higher than the characteristic
impedance of the line.

impedance of the source is matched to the transmission line impedance so
that the reflection at the source is zero. The signal on the line at time ¢ = 4,
the round-trip propagation time of the line, therefore remains at the lower
value. The easiest way to remember the polarity of the reflected pulse is to
consider the situation with a short-circuit at the load. Then the total voltage
on the line at the load end must be zero. The only way this can occur when a
signal is incident is if the reflected signal is equal in magnitude but opposite
in sign, in this case I' = —1. So whenever |Z,| < |Zy|, the reflected pulse will
tend to subtract from the incident pulse. You will note that in Figure 4-6(a)
a schematic symbol is used for the line. Even though it appears that just one
conductor is shown, this symbol represents the full transmission line with
the signal path and the signal return path.

The opposite situation occurs when the resistance at the load end is higher
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than the characteristic impedance of the line (Figure 4-6(b)). In this case
the reflected pulse has the same polarity as the incident signal. Again, to
remember this, think of the open-circuited case. The voltage across the load
does not need to be zero, and indeed doubles, as the reflected pulse has the
same sign as well as magnitude as that of the incident signal, in this case
I'=+1.

A more illustrative situation is shown in Figure 4-7, where a more
complicated signal is incident on a load that has a resistance higher than
that of the characteristic impedance of the line. The peaking of the voltage
that results at the load is typically the design objective in many long digital
interconnects, as less overall signal energy needs to be transmitted down
the line, or equivalently a lower current drive capability of the source is
required to achieve first incidence switching. This is at the price of having
reflected signals on the interconnects, but these can be dissipated through a
combination of the interconnect loss and absorption of the reflected signal
at the driver.

4.2 Media

Design involves choosing the transmission line structure to use and the
substrate. In this section, the electrical properties of materials will be
discussed and then substrates commonly used with planar interconnects
will be considered.

4.2.1 Dielectric Effect

The presence of material between the conductors alters the electrical
characteristics of the interconnect. With a dielectric, the application of an
electric field moves the centers of positive and negative charge at the atomic
and molecular level. Moving the charge centers changes the amount of
energy stored in the electric field—a process akin to storing energy in a
stretched spring. The extra energy storage property is described by the
relative permittivity, ¢,, which is the ratio of the permittivity of the material
to that of free space:

€ =¢ere0 . (4.6)

The relative permittivities of materials commonly used with interconnects
range from 2.08 for Teflon™, used in high-performance PCBs and coaxial
cables, to 11.9 for silicon (Si), to 3.8-4.2 for silicon dioxide (SiO;), and 12.4
for gallium arsenide (GaAs). Values of permittivity for other materials are
given in Table 4-1.

When the fields are in more than one medium (a nonhomogeneous
transmission line), as for the microstrip line shown in Figure 4-4, the
effective relative permittivity, eo, is used. The characteristics of the
nonhomogeneous line are then more or less the same as for the same
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Figure 4-7 Reflection of a pulse on an interconnect showing forward- and
backward-traveling pulses.
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structure with a uniform dielectric of permittivity, .. The e changes
with frequency as the proportion of energy stored in the different regions
changes. This effect is called dispersion and causes a pulse to spread out as
the different frequency components of the pulse travel at different speeds.
Dispersion is elaborated on more in Section 5.2.5 on Page 252.

4.2.2 Dielectric Loss Tangent tan §

Loss in a dielectric comes from two sources: (a) dielectric damping, and
(b) conduction losses in the dielectric. Dielectric damping originates from
the movement of charge centers resulting in mechanical distortion of the
dielectric lattice. With an alternating electric field this results in vibrational
(or phonon) energy in the dielectric, thus energy is lost from the electric field.
It is easy to see that this loss will increase linearly with frequency and be zero
at DC. Because of this, loss is described by incorporating an imaginary term
in the permittivity. So now the permittivity becomes

e=¢ -3 =¢eo (e —9€",). 4.7)

If there is no dielectric damping loss, ¢” = 0. The other type of loss that
occurs in the dielectric is due to the movement of charge carriers in the
dielectric. The ability to move charges is described by the conductivity, o,
and the loss due to current conduction is independent of frequency. So the
energy lost in the dielectric is proportional to we” 4+ o and the energy stored
in the electric field is proportional to we . Thus a loss tangent is introduced:

1
tans = 2=t 4.8)

we’

Alternatively an effective relative permittivity, ¢, ., can be defined which is
the complex permittivity that would be measured:

g
Ere = Elr,e - ]EIlr_ye = EIT -7 (E/Ir + ;) . (49)

The loss tangent is very small for dielectrics that are useful at RF and
microwave frequencies and so

le| ~ €', (4.10)
and this is what is quoted as the permittivity of materials. Thus
ge=¢ — "

~ e (1—gtand). (4.11)

4.2.3 Magnetic Material Effect

A similar effect on energy storage in the magnetic field occurs for a few
materials. The magnetic properties of materials are due to the magnetic
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dipole moments resulting from alignment of electron spins—an intrinsic
property of electrons. In most materials the electron spins occur in pairs
with opposite signs, with the result that there is no net magnetic moment.
However, in magnetic materials, some of the electron spins are not canceled
by balancing spins and there is a net magnetic moment. This net magnetic
moment aligns itself with an applied H field and so provides a mechanism
for additional storage of magnetic energy. The relative permeability, i,
describes this effect and
= frHo - (4.12)

Most materials have ;, = 1. One notable exception is nickel, which has
a high permeability, is a very convenient processing material, and is often
used in electronic packaging for its desirable processing properties.

As with dielectrics, the effect of loss in a magnetic material can be
described by its complex permeability:

p=p =g (4.13)
Lossy magnetic effects are due to the movement of magnetic dipoles which
again creates vibrations in the material and loss.

4.3 Substrates

The properties of a number of typical substrate materials are given in Table
4-1. We will consider just one family of substrates, the ceramics, to illustrate
some of the considerations involved in substrate choice. Alumina is a typical
ceramic well suited for production of circuits functioning at frequencies up
to about 60 GHz.

4.4 Transmission Line Structures

There are two major categories of transmission lines sorted according
to the uniformity of the medium surrounding the transmission line
conductors. When the embedding medium is uniform the transmission line
structures are referred to as homogeneous. Several important homogeneous
transmission line structures were introduced in Figure 4-1 and more are
shown in Figures 4-8(a) and 4-8(b).

In these homogeneous lines virtually all of the fields are in the plane
transverse to the direction of propagation (i.e., the longitudinal direction)
along the line, thatis, £7 > E; and Hr > Hp, where the subscripts 7" and
L refer to the transverse and longitudinal directions respectively. We refer to
transmission lines where the longitudinal fields are almost insignificant as
supporting a TEM mode, and they are called TEM lines.

The most important inhomogeneous lines are shown in Figures 4-
8(c), 4-8(d), and 4-8(e). The main difference between the two sets of
configurations (homogeneous and inhomogeneous) is the frequency-
dependent variation of the EM field distributions with inhomogeneous



TRANSMISSION LINES

175

Table 4-1 Properties of common substrate materials. The dielectric loss tangent is
scaled. For example, for glass, tan ¢ is typically 0.002.

Material 10% tan | €r

(at 10

GHz)
Air (dry) ~0 1
Alumina, 99.5% 1-2 10.1
Sapphire 04-0.7 | 94,11.6
Glass, typical 20 5
Polyimide 50 3.2
Quartz (fused) 1 3.8
FR4 circuit board 100 4.3-4.5
RT-duroid 5880 5-15 2.16-2.24
RT-duroid 6010 10-60 10.2-10.7
AT-1000 20 10.0-13.0
Si (high resistivity) 10-100 | 11.9
GaAs 6 12.85
InP 10 12.4
SiO2 (on-chip) — 4.0-42
LTCC (typical, green tape(TM) 951) 15 7.8

lines. With inhomogeneous lines, the EM fields are not confined entirely to
the transverse plane even if the conductors are perfect. Even so, Er > E,
and so these lines are called quasi-TEM lines. The inhomogeneous lines are
simpler to make. Each transmission line structure comprises a combination
of metal, shown as dense black, and dielectric, indicated by the shaded
region and having permittivity . It is common not to separately designate
the permeability, ji, of the materials as, except for magnetic materials, 1 =
tto, the free-space permeability. The region with permittivity ¢ is free space
or air. In most cases the dielectric principally supports the metal pattern,
acting as a substrate, and clearly influences the wave propagation. The
actual choice of structure depends on several factors, including operating
frequency and the type of substrate and metallization system available.

4.4.1 Stripline

Stripline is a symmetrical structure somewhat like a coaxial line completely
flattened out so that the center conductor is a rectangular metal strip
and the outer grounded metal is simply a rectangular box. The entire
structure is 100% filled with dielectric, and therefore transmission is TEM
and dependent upon the relative permittivity, ¢,, explicitly. Therefore the
wavelength is simply the free-space value divided by the square root of ¢,..
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Figure 4-8 Crosssections of several homogeneous and inhomogeneous transmis-
sion line structures. Homogeneous lines: (a) stripline; and (b) embedded differential
line. Inhomogeneous lines: (c) microstrip; (d) CPW or coplanar waveguide; and (e)
differential line.

4.4.2 Embedded Differential Line

This simple transmission structure is formed by having just two conductors
embedded in a substrate with no specific ground plane. In this structure the
possible existence of ground planes is incidental, and ideally these should
not influence the field pattern. Essentially the substrate merely acts as a
mechanical supporting element and a quasi-TEM mode forms the main
propagating field distribution.

4.4.3 Microstrip

Although microstrip (Figure 4-8(d)) has a very simple geometric structure
the EM fields involved are actually complex. However, simple approaches
to the quasi-TEM mode calculations combined with frequency-dependent
expressions yield quite acceptable design accuracy for many applications.
Microwave Integrated Circuits® (MICs) using microstrip can be designed
for frequencies ranging from a few gigahertz, or even lower, up to at
least many tens of gigahertz. At higher frequencies, particularly into
the millimeter wavelength ranges (the wavelength at 30 GHz is 1 mm),
losses (including radiation) increase greatly, higher-order modes’ become

8 Circuits integrated on compound semiconductor substrates are referred to as Microwave

Monolithic Integrated Circuits (MMICs). For greater distinction, MICs are sometimes
referred to as hybrid MICs.

Avoiding higher-order modes is a key aspect of transmission line design. Higher order
modes and design strategies to avoid exciting them are discussed in Section 5.6 on Page
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a considerable problem, and fabrication tolerances become exceedingly
difficult to meet using MICs. It is probable that the frequency limit for the
extensive use of microstrip is in the region of 110 GHz. With monolithic ICs,
fabrication tolerances are much finer than with hybrid MICs and the options
available for both microstrip and other transmission structures are extended
considerably.

4.4.4 Coplanar Waveguide (CPW)

Coplanar Waveguide (CPW)'? supports a quasi-TEM mode of propagation
with the active metallization and the ground planes on the same side
of the substrate. Each ‘side-plane” conductor is grounded and the center
strip carries the signal; thus much less field enters the substrate when
compared with microstrip. In conventional CPW the ground planes extend
indefinitely, but in finite ground CPW (FGCPW), the extent of the grounds
is limited and this results in reduced coupling of adjacent and crossing
CPW lines. It is important to connect the ground strips every tenth of
a wavelength or so. This is done using wire bonds, via structures, or
in integrated circuit form using air bridges. CPW does a good job of
suppressing radiation and is preferred to microstrip at frequencies above
10 GHz or so. It does have drawbacks, including the increased area required
(compared to microstrip) and the need to use ground straps.

4.4.5 Coplanar Strip (CPS) and Differential Line

This simple transmission structure is formed by two conductors in the same
plane. As with the embedded differential line, the possible existence of
ground planes is incidental and ideally these should not influence the field
pattern. This structure is formed on the surface of a dielectric substrate,
as shown in Figure 4-8(e). In one realization, one of the conductors is
grounded, and this form is called coplanar stripline or coplanar strip (CPS)
[54-64]. In this configuration, CPS is used as an area-efficient variation of
CPW. When neither of the conductors is grounded and the line is driven
differentially, the interconnect is called a differential line. A differential line
is used extensively with RFICs and in critical nets in high-speed digital
ICs. The two forms have essentially identical electrical characteristics, with
differences resulting from interaction with other metallic structures such as
ground planes.

Silicon-based RFIC chips generally use differential signaling for analog
signal to overcome the limitations of metal-oxide semiconductor (MOS)
devices and the finite conductivity of the silicon substrate that results in high
levels of common-mode noise. The currents on each of the differential signal

267.
10 CPW was invented in 1969 by Cheng P. Wen [53].
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Figure 4-9 RLGC model of an interconnect.

L

paths balance each other and so each provides the signal return path for
the other. This design practice effectively eliminates RF currents that would
occur on ground conductors. The off-chip RF interconnects interfacing
the chip to the outside world also require differential signaling, but now,
because of the larger electrical dimensions, differential transmission lines
are required.

4.5 Modeling of Transmission Lines

Describing the signal on a line in terms of £ and H requires a description of
the £/ and H field distributions in the transverse plane. It is fortunate that
current and voltage descriptions can be successfully used to describe the
state of a circuit at a particular position along a TEM or quasi-TEM line. This
is an approximation and the designer needs to be aware of situations where
this breaks down. Such extraordinary effects are left to the next chapter.
Once the problem of transmission line descriptions has been simplified to
current and voltage, R, L, and C models of a transmission line can be
developed. A range of models are used for transmission lines depending
on the accuracy required and the frequency of operation.

Uniform interconnects (with regular crosssection) can be modeled by
determining the characteristics of the transmission line (e.g., Zp and ~y versus
frequency) or arriving at a distributed lumped-element circuit, as shown in
Figure 4-9. Typically EM modeling software models planar interconnects
as having zero thickness, as shown in Figure 4-10. This is reasonable
for microwave interconnects as the thickness of a planar strip is usually
much less than the width of the interconnect. Many analytic formulas have
also been derived for the characteristics of uniform interconnects. These
formulas are important in arriving at synthesis formulas that can be used in
design (i.e., arriving at the physical dimensions of an interconnect structure
from its required electrical specifications). Just as importantly, they provide
insight into the effects of materials and geometry.

Simplification of the geometry of the type illustrated in Figure 4-10 for
microstrip can lead to appreciable errors in some situations. More elaborate
computer programs that capture the true geometry must still simplify the
real situation. An example is that it is not possible to account for density
variations of the dielectric. Consequently characterization of many RF and
microwave structures requires measurements to “calibrate” simulations.
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Figure 4-10 A microstrip line modeled as an idealized zero-thickness microstrip line. Also shown is an
alternative simplified structure that can be used with some EM analysis programs as a more accurate
approximation. (Crosssectional view.)

Unfortunately it is also difficult to make measurements at microwave
frequencies. Thus one of the paradigms in RF circuit engineering is to
require measurements and simulations to develop self-consistent models of
transmission lines and distributed elements.

4.6 Transmission Line Theory

Regardless of the actual structure, a segment of uniform transmission line
(i.e., a transmission line with constant crosssection along its length) can be
modeled by the circuit shown in Figure 4-11(b). The primary constants can
be defined as follows:

Resistance along the line =R

Inductance along the line =L | all specified
Conductance shunting the line =G | per unit length.
Capacitance shunting the line ~ =C

Thus R, L, GG, and C are also referred to as resistance, inductance,
conductance, and capacitance per unit length. (Sometimes p.u.l. is used as
shorthand for per unit length.) In the metric system we use ohms per meter
(©2/m), henries per meter (H/m), siemens per meter (S/m) and farads per
meter (F/m), respectively. The values of R, L, G, and C are affected by the
geometry of the transmission line and by the electrical properties of the
dielectrics and conductors. G and C are almost entirely due to the properties
of the dielectric and R is due to loss in the metal more than anything else. L
is mostly a function of geometry, as most materials used with transmission
lines have u, = 1.

In most transmission lines the effects due to L and C' tend to dominate
because of the relatively low series resistance and shunt conductance. The
propagation characteristics of the line are described by its loss-free, or
lossless, equivalent line, although in practice some information about R or
G is necessary to determine actual power losses. The lossless concept is just
a useful and good approximation. The lossless approximation is not valid
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Figure 4-11 The uniform transmission line: (a) transmission line segment of
length Az; and (b) primary constants assigned to a lumped-element model of a
transmission line.

for narrow on-chip interconnections, as their resistance is very large.

4.6.1 Derivation of Transmission Line Properties

In this section the differential equations governing the propagation of
signals on a transmission line are derived. Solution of the differential
equations describes how signals propagate, and leads to the extraction of
a few parameters that describe transmission line properties.

From Kirchoff’s laws applied to the model of Figure 4-11(b) and taking
the limit as Az — 0 the transmission line or telegraphist’s equations are

a”g’; DL R - Laig;’ 2 (4.14)
di(z,t) 0v(z,t)
5, = —Gu(z,t)-C Eramk (4.15)

For the sinusoidal steady-state condition with cosine-based phasors!! these
become

d‘giz) = —(R+ wL)I(z) (4.16)
dg(;) = —(G+ OV (2). (4.17)

Eliminating I(z) in Equations (4.16) and (4.17), yields the wave equation for
V(z):

dQV(Z) 2
w2 V(z)=0. (4.18)
Similarly,
d&’1(z) 5, .
oz I =0, (4.19)

1 V(z) and I(2) are phasors and v(z,t) = R{V(2)e’?}, i(z,t) = R{I(2)e?*t}. R{w}
denotes the real part of a complex number w.



TRANSMISSION LINES 181

where the propagation constant is

y=a+j8=+(R+wL)(G+ wC). (4.20)

In Equation (4.20) « is called the attenuation coefficient and has units
of Nepers per meter; and 3 is called the phase-change coefficient, or
phase constant, and has units of radians per meter (expressed as rad/m
or radians/m). Nepers and radians are dimensionless units, but serve as
prompts for what is being referred to.

Equations (4.18) and (4.19) are second-order differential equations that
have solutions of the form

<

—
IS

N~—
|

Vole ™ 7 + Vg e?* (4.21)
I(z) = Ife " +15e*. (4.22)

The physical interpretation of these solutions is that V;"e~7* and I e ~7* are
forward-traveling waves (moving in the 4z direction) and V" ¢7* and 1, 7*
are backward-traveling waves (moving in the —z direction). Substituting
Equation (4.21) in Equation (4.16) results in

’7 —vz — z
I(z) = Rl [Vote ™7 — V] . (4.23)

Then from Equations (4.23) and (4.22) we have

v - Y —
If = ——V"i1; = -V). 4.24
0 R“’-]WL 0 »*0 7’+](4)L< o ) ( )

Defining what is called the characteristic impedance as

Vot Vo R+ jwL R+ jwL
Zo=-0 =20 — = : 4.25
TIf T I, Y \ G+ jwC (4.25)

Now Equations (4.21) and (4.22) can be rewritten as

V(z) = Vie " +Vie” (4.26)
‘/OJ’_ —vz ‘/O_ Yz

Converting back to the time domain:
Vi(z,t) = |Vi|cos(wt — Bz + ¢pT)e (4.28)
+ ’VO_’ cos(wt + Bz 4+ ¢~ )e** | (4.29)

where
Vot = [Vt e, and Vg = Vi |, (4.30)
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and so the following quantities are defined:

Propagation constant: v = /(R + jwL)(G + jwC) (4.31)
Attenuation constant: o = R{v} (4.32)
Phase constant: 5 = S{v} (4.33)
Wavenumber: k£ = —jy (4.34)
Phase velocity: v, = % (4.35)

2T 2w
Wavelength: R (4.36)

where w = 27 f is the radian frequency and f is the frequency in hertz. The
wavenumber £ as defined here is used in electromagnetics and where wave
propagation is concerned.!?

For low-loss materials (and for all of the substrate materials that are
useful for transmission lines), a« < [ and so § =~ |k|, then the following
approximates are valid:

Wavenumber: k =~ —jf (4.37)

Phase velocity: v, ~ % (4.38)
2

Wavelength: A = i vp/f . (4.39)

The important result here is that a voltage wave (and a current wave) can be
defined on a transmission line. One more parameter needs to be introduced:
the group velocity,

_ Ow
=35

The group velocity is the velocity of a modulated waveform’s envelope
and describes how fast information propagates. It is the velocity at which
the energy (or information) in the waveform moves. Thus group velocity,
can never be more than the speed of light in a vacuum, c. Phase velocity,
however, can be more than c. For a lossless, dispersionless line, the
group and phase velocity are the same. If the phase velocity is frequency
independent, then (3 is linearly proportional to w and the group velocity is
the same as the phase velocity (v, = vp).

Electrical length is often used in working with transmission line designs
prior to establishing the physical length of a line. The electrical length of
a transmission line is expressed either as a fraction of a wavelength or

(4.40)

Vg

12° There is an alternative definition for wavenumber, v = 1/, which is used by physicists and
engineers dealing with particles. When v is used as the wavenumber, k is referred to as the
circular wavenumber or angular wavenumber.
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in degrees (or radians), where a wavelength corresponds to 360° (or 27
radians). So if 3 is the phase constant of a signal on a transmission line and
¢ is its physical length, the electrical length of the line in radians is 5¢.

EXAMPLE 4. 2 Physical and Electrical Length

A transmission line is 10 cm long and at the operating frequency the phase constant 3 is
30 m~ ' and the wavelength is 40 cm. What is the electrical length of the line?

Solution: Let the physical length of the line be ¢ = 10 cm = 0.1 m. Then the electrical length
of the line is £c = B3¢ = (30 m™') x 0.1 m = 3 radians. The electrical length can also be
expressed as £ = (3 radians) = 3 x 180/7 = 171.9° or as £ = 3/(2m) A = 0.477 \.

EXAMPLE 4. 3 Forward- and Backward-Traveling Waves

A transmission line ends (i.e., is terminated) in an open circuit. What is the relationship
between the forward-traveling and backward-traveling voltage waves at the end of the line.

Solution: At the end of the line the total current is zero, so that I™ + I~ = 0 and so
I"=-I%. (4.41)

Also, the forward-traveling voltage and forward-traveling current are related by the
characteristic impedance:
Zo=V7T/IT. (4.42)

Similarly the backward-traveling voltage and backward-traveling current are related by the
characteristic impedance:
Zo=-V /I, (4.43)

however, there is a change in sign, as there is a change in the direction of propagation.
Combining Equations (4.41)-(4.43),

Zo=VT/It =V~ /I (4.44)
and so substituting for I,
Vi=—V It =-VIT/(-I")=V". (4.45)

So the total voltage at the end of the line, Virorar is VT + V'~ = 2V T —the total voltage at
the end of the line is double the incident (forward-traveling) voltage.
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EXAMPLE 4. 4 RLGC Parameters
1

A transmission line has the following RLC'G parameters: R = 100 Qm~!, L =80 nH-m?,
G =16Sm ! and C = 200 pF~m’1. Consider a traveling wave on the transmission line
with a frequency of 2 GHz.

(a) What is the attenuation constant?

(b) What is the phase constant?

(c) What is the phase velocity?

(d) What is the characteristic impedance of the line?

(e) What is the group velocity?

Solution:

(@ axy=a+18=+/(R+wL) (G + jw0); w=12.57- 10° rad - s !

= \/(100 + w80 - 10-9) (1.6 +]w200x10'12) =17.94 + 551.85 m™"

a=R{y}=1794Np-m™*
(b) Phase constant: § = 3{y} = 51.85 rad - m ™"
(c) Phase velocity:

2rf  12.57 x 10°rad - s~

w 8 -1
B:—ﬁ = Sl rad . m 1 =242 x 10" m-s

'Up:

(d) Zo = (R+ jwL)/y = (100 + jw - 80 - 107°)/(17.94 + 51.85)

Zo =17.9+ j43Q

Note also that
P (R+gwlL)
TV (G +jwl)’
which yields the same answer.
(e) Group velocity:
"
! aﬂ f=2 GHz
Numerical derivatives will be used, thus
S
g — A /8 .

Now g is already known at 2 GHz. At 1.9 GHz v = 17.884 + 749.397 m~' and so
B = 49.397 rad/m.

vy = 27(2 — 1.9)

. 8
= 5isp_ao397 _ 2003 x 107 m/s
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4.6.2 Relationship to Signal Transmission in a Medium

In the previous section the telegraphists equations for a transmission
modeled as subsections of RLGC elements was derived. In this section these
are related to signal transmission described by the physical parameters of
permittivity and permeability. The development does not go into much
detail as the derivation of the wave equations for a particular physical
transmission line are involved and can only be derived for a few regular
structures. If you are curious, the development is done for a parallel
plate and rectangular waveguide in Appendix E on Page 869. The main
parameters of describing propagation on a transmission line are Z; and
7, and these depend on the permeability and permittivity of the medium
containing the EM fields, but also on the spatial variation of the £ and H
fields. As a result, Zy must be numerically calculated or derived analytically.
The propagation constant is derived from the field configurations as well
with

72 = — (k* — k?) (4.46)
where the wavenumber is
k = jwy\/ue (4.47)

and k. is called the cutoff wavenumber. For TEM modes, k. = 0. For non-
TEM modes, k. requires detailed evaluation.
The other propagation parameters are unchanged:

Attenuation constant: « = R{v} (4.48)
Phase constant: = S{v} (4.49)
Phase velocity: v, = % (4.50)

Wavelength: A = 07” , (4.51)

where loss is incorporated in the imaginary parts of ¢ and p.. When k. =
0 (as it is with coaxial lines, microstrip, and many other two-conductor
transmission lines),

v = Jwy/HE (4.52)

Comparing v in Equation (4.20) and Equation (4.52), an equivalence
can be developed between the lumped-element form of transmission line
propagation and the propagation of an EM wave in a medium. Specifically,

—w?pue = (R4 jwL)(G + jwC) . (4.53)
If the medium is lossless (1 and € are real and R = 0 = (), then

pe = —w?LC . (4.54)
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When the medium is free space (a vacuum), then a subscript zero is
generally used. Free space is also lossless, so the following results hold:

ap=0 and [y =—yy = woeo - (4.55)
If frequency is specified in gigahertz (indicated by fqu.)
Bo = 20.958 fa, - (4.56)

So at 1 GHz, 5y = 20.958 rad - m~!. In a lossless medium with effective
relative permeability 1, = 1 and effective relative permittivity ¢,.,

B=EeDo . (4.57)

Zy depends strongly on the spatial variation of the fields. When there is
no variation in the plane transverse to the direction of propagation

Zo = \/g . (4.58)

However, if there is variation of the fields

Zo = n\/g , (4.59)

where £ captures the geometric variation of the fields.

If the boundary conditions on a transmission line are such that a required
spatial variation of the fields cannot be supported then the signal cannot
propagate. The critical frequency at which k¥ = jw,/nie = k. is called the
cutoff frequency, f.. Signals cannot propagate on the line if the frequency is
below f..

4.6.3 Dimensions of v, «, and

In the above expressions the propagation constant, v, is multiplied by
length in determining impedance and signal levels. It is not surprising then
that the SI units of  are inverse meters (m~!). The attenuation constant, o,
and the phase constant, 3, have, strictly speaking, the same units. However,
the convention is to introduce the dimensionless quantities Neper and
radian to convey additional information. Thus the attenuation constant «
has the units of Nepers per meter (Np/m), and the phase constant, 3,
has the units radians per meter (rad/m). The unit Neper comes from the
name of the e (= 2.7182818284590452354...) symbol, which is called the
Neper!3 [65] or Napier’s constant. The number e is sometimes called Euler’s

13 The name is derived from John Napier, who developed the theory of log-
arithms described in his treatise Mirifici Logarithmorum  Canonis  Descriptio,
1614, translated as A Description of the Admirable Table of Logarithms (see
http:/ /www.johnnapier.com/table_of_logarithms_001.htm).
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constant after the Swiss mathematician Leonhard Euler. The Neper is used
in calculating transmission line signal levels, as in Equations (4.21) and
(4.22). The attenuation and phase constants are often separated and then
the attenuation constant, or more specifically e™®, describes the decrease in
signal amplitude per unit length as the signal travels down a transmission
line. So when « = 1 Np, the signal has decreased to 1/e of its original value,
and power drops to 1/e? of its original value. The decrease in signal level
represents loss and, as with other forms of loss, it is common to describe
this loss using the units of decibels per meter (dB/m). Thus 1 Np =201log;q e
= 8.6858896381 dB. So expressing o as 1 Np/m is the same as saying that
the attenuation loss is 8.6859 dB/m. To convert from dB to Np multiply by
0.1151. Thus v = 2 dB/m =z x 0.1151 Np/m.

EXAMPLE 4. 5 Transmission Line Characteristics

A transmission line has an attenuation of 10 dB-m ™" and a phase constant of 50 radians-m ™

at 2 GHz.

(a) What is the complex propagation constant of the transmission line?

(b) If the capacitance of the line is 100 pF~nf1 and the conductive loss is zero (i.e., G = 0),

what is the characteristic impedance of the line?

Solution:

(@) alxp = 0.1151 x afqg = 0.1151x (10 dB/m) = 1.151 Np/m
B =50rad/m
Propagation constant, v = a + 78 = 1.151 + 350 m~?

(b) 7 =+v/(R+ L) (G + jwC)
Zo = \/(R+ wL)/(G+ (),

therefore Zo = v/(G + jwC) w =27 -2 x 10° s7'; G =0; C =100 x 10° F,

so Zp = 39.8 — 70.916 €2 .

1

4.6.4 Lossless Transmission Line

If the conductor and dielectric are ideal (i.e., lossless), then R = 0 = G
and the equations for the transmission line characteristics simplify. The
transmission line parameters from Equations (4.25) and (4.31)—(4.36) are
then

h

Zo=\G (4.60)

a =0 (4.61)
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B =wVLC (4.62)
v, —\/%_C (4.63)
Ay :012\/—7];_0 - ”7” . (4.64)

Note that there is a distinction between a transmission line and an RLC
circuit. When referring to a transmission line having an impedance of 50 €2,
this is not the same as saying that the transmission line can be replaced by a
50 Q2 resistor. The 50 2 resistance is the characteristic impedance of the line.
That is, the ratio of the forward-traveling voltage wave and the forward-
traveling current wave is 50 Q. It is not correct to call a lossless line reactive.
Instead, the input impedance of a lossless line would be reactive if the line
is terminated in a reactance. If the line is terminated in a resistance then the
input impedance of the line would, in general, be complex, having a real
part and a reactive part.

A transmission line cannot be replaced by a lumped element except as
follows:

1. When calculating the forward voltage wave of a line which is infinitely
long (or there are no reflections from the load). Then the line can be
replaced by an impedance equal to the characteristic impedance of the
line. The total voltage is then only the forward-traveling component.

2. The characteristic impedance and the load impedance can be plugged
into the telegraphists equation (or transmission line equation) to
calculate the input impedance of the terminated line.

4.6.5 Coaxial Line

The characteristic impedance of a transmission line is the ratio of the
strength of the electric field to the strength of the magnetic field. The
calculation of the impedance from the geometry of the line is not always
possible except for a few regular geometries. For a coaxial line, the electric
fields extend in a radial direction from the center conductor to the outer
conductor. So it is possible to calculate the voltage by integrating this E
field from the center to the outer conductor. The magnetic field is circular,
centered on the center conductor, so the current on the conductor can be
calculated as the closed integral of the magnetic field. Solving for the fields
in the region between the center and outer conductors yields the following
formula for the characteristic impedance of a coaxial line:

138
VEr

where ¢, is the relative permittivity of the medium between the center and
outer conductors, b is the inner diameter of the outer conductor, and a is

b
Zy = 10g E Q, (4.65)
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(a)

(© (d) (e)

Figure 4-12 Various coaxial transmission line adaptors: (a) N-type female-to-female (N(f)-to-N(f)); (b)
APC-7 to N-type male (APC-7-to-N(m)); (c) APC-7 to SMA-type male (APC-7-to-SMA(m)); SMA adapters:
(d) SMA-type female-to-female (SMA(f)-to-SMA(f)); (e) SMA-type male-to-female (SMA(m)-to-SMA(f));

and (f) SMA-type male-to-male (SMA(m)-to-SMA(m)).

the outer diameter of the inner conductor. With a higher ¢, more energy is
stored in the electric field and the capacitance per unit length of the line C'
increases. As the relative permittivity of the line increases, the characteristic
impedance of the line reduces. Equation (4.65) is an exact formulation for
the characteristic impedance of a coaxial line. Such a formula can only be
approximated for nearly every other line.

Most coaxial cables have a Zj of 50 €2, but different ratios of b and a yield
special properties of the coaxial line. When the ratio is 1.65, corresponding to
an impedance of 30 (2, the line has maximum power-carrying capability. The
ratio for maximum voltage breakdown is 2.7, corresponding to Zy = 60 €.
The characteristic impedance for minimum attenuation is 77 €2, with a
diameter ratio of 3.6. A 50 (2 line is a reasonable compromise. Also the
dimensions required for a 50 €2 line filled with polyethylene with a relative
permittivity of 2.3 has dimensions that are most easily machined.

The velocity of propagation in a lossless coaxial line of uniform medium
is the same as that for a plane wave in the medium. There is one caveat.
This is true for all transmission line structures supporting the minimum
variation of the fields corresponding to a TEM mode. Higher-order modes,
with spatial variations of the fields, will be considered in Chapter 5. The
diameter of the outer conductor and the type of internal supports for the
internal conductor determine the frequency range of coaxial components.
Various transmission line adapters are shown in Figure 4-12. It is necessary
to convert between series and also to convert between the sexes (plug and
jack) of connectors. The different construction of connectors can be seen
more clearly in Figure 4-13. The APC-7 connector is shown in Figure 4-
13(c). With this connector, the inside diameter of the outer conductor is
7 mm. The unique feature of this connector is that it is sexless with the
interface plate being spring-loaded. These are precision connectors used in
microwave measurements. The N-type connectors in Figures 4-13(a) and 4-
13(b) are more common day-to-day connectors. There are a large number of
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Figure 4-13 Various coaxial transmission line connectors: (a) female N-type (N(f)),
coaxial connector; (b) male N-type (N(m)), coaxial connector; and (c) APC-7 coaxial
connector.

(d)

Figure 4-14 Coaxial transmission line sections and tools: (a) SMA cables (from the
top): flexible cable type I, type II, type III, semirigid cable; (b) semirigid coaxial line
bender; (c) semirigid coaxial line bender with line; and (d) SMA elbow.

different types or series f connectors for high-power applications, different
frequency ranges, low distortion, and low cost. There are also many types
of coaxial cables, as shown in Figure 4-14(a). These are cables for use with
SMA connectors (with 3.5 mm outer conductor diameter). These cables
range in cost, flexibility, and the number of times they can be reliably
flexed or bent. The semirigid cable shown at the bottom of Figure 4-14(a)
must be bent using a bending tool, as shown in Figure 4-14(b) and in use
in Figure 4-14(c). The controlled bending radius ensures minimal change
in the characteristic impedance and propagation constant of the cable.
Semirigid cables can only be bent once however. The highest precision bend
is realized using an elbow bend, shown in Figure 4-14(d). Various flexible
cables have different responses to bending, with higher precision (and more
expensive) cables having the least impact on characteristic impedance and
phase variations as cables are flexed. The highest-precision flexible cables
are used in measurement systems.
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EXAMPLE 4. 6 Transmission Line Resonator

Communication filters are often constructed using several shorted transmission line
resonators that are coupled to each other. Consider a coaxial line that is short-circuited at
one end. The permittivity filling the coaxial line has a relative dielectric constant of 20 and
the resonator is to be designed to resonate at a center frequency, fo, of 1850 MHz when it is
one-quarter wavelength long.

(a) What is the wavelength in the dielectric-filled coaxial line?

(b) What is the form of the equivalent circuit (in terms of inductors and capacitors) of the
one-quarter wavelength long resonator if the coaxial line is lossless?

(c) What is the length of the resonator?

Solution: The first thing to realize with this example is that the first resonance will occur
when the length of the resonator is one-quarter wavelength (\/4) long. Resonance generally
means that the impedance is either an open or a short circuit and there is energy stored.
When the shorted line is A/4 long, the input impedance will be an open circuit and energy
will be stored.

(@) Ay = Ao/+/Er = 16.2 cm//20 =3.62 cm.
(b)

Y— | c
Y = 0 at resonance
—il

Y =Yi+ Yo = —— 4 jwC =" +juC.
JjwL JL

(c) £ = (0.0362 m)/4 = 9.05 mm.

4.6.6 Attenuation on a Low-Loss Line
Recall that +, the propagation constant, is given by

v =+/(R+ jwL)(G + jw0) . (4.66)

This can be written as

“/:JW\/E\/(LF i) (1+ < ) . (4.67)

JwL JwC

With a low-loss line, R < wL and G < wC, and so using a Taylor series

approximation
R \'? 1 R
1+ — ~ 14 -——— 4.68
( * ]wL) * 2 jwlL (4.68)
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G\ V2 1 G
14— ~l - — 4.69
( +ch) t 3700 (4.69)

A~ % <R\/§+G\/g> + VIO . (4.70)

Hence for low-loss lines,

thus

1/R
a o~ 3 (Z—O + GZO) (4.71)
B ~ wVLC. (4.72)

What Equation (4.72) indicates is that for low-loss lines the attenuation
constant, o, consists of dielectric- and conductor-related parts; that is,

a=ag+ ae, (4.73)

where
ag =GZy/2 (4.74)

is the loss contributed by the dielectric, called the dielectric loss, and
a.=R/2Z, (4.75)

is the loss contributed by the conductor, called the ohmic or conductor loss.
For a microstrip line, an estimate of G is [51]

€e —

G:

1
lwtan 6¢ €.Cir (4.76)

€p —

where tan d is the loss tangent of the microstrip substrate. So from Equations
(4.173) and (4.74)

GZy 1e—1 1
=— == tan dy €,Cpiy ——— . 4.77
g 5 i W tandge P eTom (4.77)

Or, using Equation (4.176), this can be written as

_w er(€e — 1) I
Qg = — tan dp 72\/5(@ Y Np-m™. (4.78)

4.6.7 Lossy Transmission Line Dispersion

On a lossy line, both phase velocity and attenuation constant are, in general,
frequency dependent and so a lossy line is, in general, dispersive. That is,
different frequency components of a signal travel at different speeds, and
the phase velocity, v, is a function of frequency. As a result and the signal
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will spread out in time and, if the line is long enough, it will be difficult to
extract the original information.

In the previous section it was seen, in Equation (4.72), that f/w =
v, is approximately frequency independent for a low-loss line. Also, the
conductor component of the attenuation constant, . in Equation (4.75), is
approximately frequency independent. However, the dielectric component,
aq in Equation (4.78), is frequency dependent even for a low-loss line. If
the transmission line has moderate loss, as with microstrip lines, all of
the propagation parameters will be frequency dependent and the line is
dispersive.

4.6.8 Design of a Dispersionless Lossy Line

The parameters that are important in describing the signal propagation
properties of a transmission line are the propagation constant, v, and the
characteristic impedance, Zj. Instead of +y it is more appropriate to examine
a and v, = (/w as these are the parameters that are ideally frequency
independent if a signal, such as a pulse or modulated carrier, are to travel
down the line and not be distorted. As was seen in the previous section
these are generally frequency dependent for a lossy line. However, it is
possible to design a line that is lossy but dispersionless, that is, «, 5/w, and
Zy are independent of frequency. In this section a transmission line design
is presented for a dispersionless line.
For any line the propagation constant is

7_\/(RJFJ‘*’L)(G”FJWC)—Jw\/ﬁKlJri) <1+ “ )]1/2.

JwL JwC
(4.79)
If R, L, C,and G are selected so that
R G

then for this case

R /C
7=Oé+35:JWVLC(1+Jw—L) =R E—I—jw\/LC.

From this the attenuation constant, o, and phase constant, 3, are given by

a_R\/g, B=wVLC, (4.81)

and the phase velocity is

v = \/% . (4.82)
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V(z) (z) I,

+
2,8 M ]z

- z
! 0

Figure 4-15 A terminated transmission line.

To complete the analysis consider the characteristic impedance

R+ jwL L |R/L+ jw
g Y e e 483
0 G+ wC c\l G/C+ (483)

and referring to Equation (4.80) it is seen that the second square root is just

1, so
| L
Zo = ok (4.84)

which is frequency independent. So the important characteristics describing
signal propagation are independent of frequency and so the transmission
line is dispersionless.

4.7 The Terminated Lossless Line
4.7.1 Total Voltage and Current

Consider the terminated line shown in Figure 4-15. Assume an incident
or forward-traveling wave, with traveling voltage V" e77?* and current
I e77P%, respectively, propagating toward the load Z; at = = 0. The
characteristic impedance of the transmission line is the ratio of the voltage
and current traveling waves so that

VO-‘r e*jﬁz VO+
Ife:  IF Zo - (4.85)

The reflected wave has a similar relationship (but watch the sign change):

Vi e Vg

Iy eBr Iy

Zs . (4.86)

The load Z;, imposes an additional constraint on the relationship of the total
voltage and current at z = 0:

Vi _V(z=0)
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When Z;, # Z, there must be a reflected wave with appropriate amplitude
to satisfy the above equations. Now the total voltage, V' (z), is related to the
traveling voltage waves by

V(z) = Vot e P2 4 Ve (4.88)
and the total current, I(z), is related to the traveling current waves by

+ —
I(z) = ‘;L e I8 — ‘;L % = Iare_ﬁz + I(;ejﬁz . (4.89)
0 0

Thus at the termination of the line (z = 0),

This can be rearranged as the ratio of the reflected voltage to the incident
voltage:

Voo ZiL—2Zy

Vot Zo+Zo

This ratio is defined as the voltage reflection coefficient

Vo Zr—12

v = —.
Vo Zr + Z

(4.90)

This relationship can be rewritten so that the input load impedance can be
obtained from the reflection coefficient:

1+1"
71 = Iy - (4.91)
Similarly the current reflection coefficient can be written as
Iy —Zr+Z
o 4Ll pv (4.92)

IS Zu+ %

The voltage reflection coefficient is used most of the time, so the reflection
coefficient, I', on its own refers to the voltage reflection coefficient, I'V =T,
The total voltage and current waves on the line can be written as

V(z) = Vi'le " 4+ T (4.93)
V+

I(z) = L [e 97 _Te?]. (4.94)
Zo

From the above equations, it can be seen that the voltage and current
on the line consist of a superposition of incident and reflected waves. This
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superposition is also a wave, but not a propagating wave, and is referred
to as a standing wave. There are several special cases that are noteworthy.
The most important of these is the case when there is no reflected wave and
I' = 0. To obtain I' = 0 the value of load impedance, Z;, is equal to Z,
the characteristic impedance of the transmission line as seen from Equation
(4.90). Such a load is then said to be matched to the line (it is a matched
termination) since there is no reflection of the incident wave.

EXAMPLE 4. 7 Reflection Coefficient

A load consists of a shunt connection of a capacitor of 10 pF and a resistor of 60 2. The load
terminates a lossless 50 €2 transmission line. The operating frequency is 5 GHz.

(a) What is the impedance of the load?
(b) What is the normalized impedance of the load (normalized to Zy of the line)?
(c) What is the reflection coefficient of the load?

(d) What is the current reflection coefficient of the load? (When the term reflection
coefficient is used without a qualifier it is assumed to be the voltage reflection
coefficient.)

Solution:
(@) C=10-10""F; R=60Q; f = 5.10% w = 21 f ; Zo = 50 Q

Zr =R||C = (1/R+ jwC)™ ' =0.168 — 53.174 .
() 2 = Z1./Zo = 3.368 - 1072 — 50.063 .

(©TL = (20 — 1)/(21 + 1) = —0.985 — 50.126 = 0.993/187.3° .
(d)T% = —T'z = 0.985 — 70.126 = 0.993/(187.3 — 180)° = 0.993/7.3° .

4.7.2 Power Flow and Return Loss

Now consider the power flow on the line. The incident (forward-traveling)
wave carries the power

1 _ Vibe P \" | 1 |Vg]?
+_ = +e—iBz\ (10 = — 210 )
P 23%{({/0 e )( 7 > } 7 (4.95)

and the reflected wave carries the power

R Y L 1
2 Zo 2 Zy
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where Equations (4.93) and (4.94) are used. Considering the conservation of
power, the power delivered to the load is

1
P = 5%{1@1;} =pt—-p =pt (1 - |1“L|2) : (4.96)

Thus the total power on the line is equal to the incident power minus the
reflected power. The other noteworthy cases are when there is an open
circuit, a short circuit, or a purely reactive load at the end of a transmission
line. These have |I'| = 1. Thus all power is reflected back to the source and
Pr, =0.

The power that is absorbed by the load appears as a loss as far as the
incident and reflected waves are concerned. To describe this, the concept of
return loss (RL) is introduced and defined as

RL = —20log |T| dB.. (4.97)

RL is a measure of how much of the available power is not delivered to the
load. A matched load (I' = 0) has a return loss of co dB, whereas a total
reflection (|T'| = 1) has a return loss of 0 dB.

EXAMPLE 4. 8 Transmission Line Model at the Load

A transmission line with a characteristic impedance of 75 Q supports a forward-traveling
wave with a power of 1 yW. The line is terminated in a resistance of 100 2. Draw the
lumped-element equivalent circuit at the interface between the transmission line and the
load.

Solution:

The equivalent circuit will have the form

Z1H

where Ety is the Thevenin equivalent generator and Zry is the Thevenin equivalent
generator impedance. The amplitude of the forward-traveling voltage wave is obtained by
calculating the power in the forward-traveling wave:

SV/2

= (V)2 /150
=1uW=10"°.

Pt =
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REFERENCE REFERENCE

PLANE 1 PLANE 2
| |
|
zZ, w
|
L 2o Lo
- \___‘ :
| |
P |
1 Rz
'Pry Pro
RL R |

Figure 4-16 Transmission line network with a finite-length line of characteristic
impedance Zo; and an infinitely long transmission line of characteristic impedance
Z[)Z-

So VT = +/150.10-6 = 12.25 mV. Note that V' is not Ery. To calculate Ery, consider the
following circuit which will result in maximum power transfer:

75 Q

So Eru = 2Vt = 24.5 mV. Since the line has a characteristic impedance of 75 (2,
then Zrn = 75 . So the lumped-element equivalent circuit at the load is

75 Q

245 mV 100 Q

EXAMPLE 4. 9 Transmission Line Power Calculations

The transmission line shown in Figure 4-16 consists of a source with Thevenin impedance
Z1 = 40 Q and source E = 5 V (peak), connected to a quarter-wavelength long line of
characteristic impedance Zo: = 40 €2, which in turn is connected to an infinitely long
line of characteristic impedance Zpo = 100 €. The transmission lines are lossless. Two
reference planes are shown in Figure 4-16. At reference plane 1 the incident power is Pr; (the
maximum available power from the source), the reflected power is Pr1, and the transmitted
power is Pri. Pra (the maximum available power from Zo1), Pr2, and Prz are similar
quantities at reference plane 2. Pr1, Pr1, Pr1, P12, Pr2, and Pr2 are steady-state quantities.
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(a) Whatis Pr?
(b) What is Pra?

Solution:

(a) Pri1 is the available power from the generator. Since the Thevenin impedance of the

(b)

generator is 40 2, P is the power that would be delivered to a matched load (the
maximum available power). An equivalent problem is

Z,=400Q

where V = 1E = 2.5 Vpcar.

Pr1 = Power in 7,
1 5 1 1 5 1
=—(V)"— == (2. —
2 V) VA4S 2 (2:5) 40
= 0.07813 W = 78.13 mW . (4.98)

Note that the 1 is used because peak voltage is used.

Now the problem becomes interesting and there are many ways to solve it. One of
the key observations is that the first transmission line has the same characteristic
impedance as the Thevenin equivalent impedance of the generator, Zo; = Zi, and
so can be ignored where appropriate. This observation will be used in this example.
One way to proceed is to directly calculate Pr2, and a second approach is to calculate
the incident and reflected powers at reference plane 2 and then to determine Prs.

(i) First approach: Looking to the left from Port 2 the circuit can be modeled as an
equivalent circuit having a Thevenin equivalent resistance of 40 2 and a Thevenin
equivalent voltage that produces the right amount of power. So consider the
following circuit:

Zy=40Q

Here, E» is the voltage required to deliver the maximum possible power to the load
and we know that this power is Pr; (= 78 mW), as calculated above. The load is 100 €
as the second transmission line is infinitely long. So based on the previous problem we
know that Fj is just 2 or 5 V. A reasonable question would be why is it not 2.5V, as
this would be the voltage across Zr, = 40 Q in Part (a). However, 2.5 V is the voltage
of the forward-traveling voltage wave on the first transmission line with characteristic
impedance Zp; = 40 €. So the voltage across the load is
100 100

=l———— = [J— = 357 Ve - 4.
v 40 + 100 120 ~ 507 Veeak E)
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So
2 1
Zr,

1 5 1
5 (3577

= 0.0638 W = 63.8 mW. (4.100)

1
Prs=PL= 2 (V)

A quick check is that this is less than Pry, as it should be.

(ii) Second Approach: This time Pr2, the reflected power at reference plane 2, will
be calculated. The incident power at plane 2, Pr2, is just Pri, so Pra = Pri =
78.13 mW.

Pro can be calculated from the voltage reflection coefficient at plane 2:
2y, — Zor 100 — 40

Ty = = = 0.429
2 71+ Zo1 100 + 40

Pro = T3P =0.429% x 78 mW = 14.36 mW .

So Pro = Pr1 — Pray = 78.13 mW — 14.36 mW = 63.7 mW, which is the same
transmitted power as in the first approach, allowing for rounding error.

EXAMPLE 4. 10 Advanced Power Calculations

This example is similar to Example 4.9. Again, the transmission line network of Figure 4-16
is considered, but now the characteristic impedance of the first transmission line is not the
same as the generator impedance so the simplification used in the previous example can
no longer be used. Now the generator has a Thevenin impedance Z; = 40 € and source
E = 5 Vyeak, connected to a one-quarter wavelength long line of characteristic impedance
Zo1 = 30 Q which in turn is connected to an infinitely long line of characteristic impedance
Zo2 = 100 Q. The transmission lines are lossless. Two reference planes are shown in Figure
4-16. At reference plane 1 the incident power is Pr; (the maximum available power from
the source), the reflected power is Pr; and the transmitted power is Pri. Pro> (the maximum
available power from Zo1), Pr2, and Pr» are similar quantities at reference plane 2. Pr1, Pri,
Pri, P12, Pra, and Pr; are steady-state quantities.

(a) Whatis Pr1?
(b) What is Prs?

(c) Determine Pri, Pr2, Pri, and Pra.

Solution:

One of the first things to note is that the infinitely long 100 Q transmission line is
indistinguishable from a 100 €2 resistor, so the reduced form of the problem is as shown
below:
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(a)

REFERENCE REFERENCE

PLANE 1 PLANE 2
1 1
400 |
300 !
E 100Q
| |
A1 o R2 o
'Pry 'Pry
Py, = Py, =
R1 R2
- -

Pr; was calculated in Example 4.9 in Equation (4.98):

Pr; = 7813 mW .

(4.101)

(b) The problem here is finding Prs. Recall that the powers here are steady state quantities
so that we are not considering multiple reflections of, say, a pulse. Since the system
is lossless, the power delivered by the generator must be the power delivered to the
infinitely long transmission line Zo> (i.e., Pr2). The telegraphist’s equation can be used
to calculate the input impedance, Zi,, of the two transmission line system; that is, the
input impedance of Zp; from the generator end. However, a simpler way to find this
impedance is to realize that the Zp; line is a one-quarter wave transformer so that

(©

Zor = 30 = \/Zin Zo2 = V100 Ziy, ,
and so
Zin=90.

The equivalent circuit is thus
Zy,=40Q

where F is the original generator voltage of 5 V and

9

= 5=0.9184V .
40 +9

The power delivered by the generator to the 9 2 load is

Pry = %VZ/Q = 0.04686 W = 46.86 mW .

(4.102)

(4.103)

(4.104)

(4.105)

The power transmitted into the system at reference plane 1, Pri, is the same as the
power transmitted to the 100 €2 load, as the first transmission line is lossless; that is,

PT1 = PT2 = 46.86 mW .

(4.106)
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Also
PRI = P]1 — PT2 = (78.13 — 46.86) IIlW = 31.27 IIlW (4107)

The two remaining quantities to determine are Pr and Pgr2. There can be a number of
interpretations of what these should be, but one thing that is certain is that

PT2 = PIQ — PRQ = 46.86 mW . (4108)

One interpretation that will be followed here is based on the equivalent circuit at
reference plane 2. Let Z,.; be the impedance looking to the left from reference plane 2.
Again, using the property of a one-quarter wavelength long transmission line,

Zo1 = 30 = vV Zout X 40 (4.109)
and so
Zous = Z31/40 = 30% /40 = 22.5 Q. (4.110)
The equivalent circuit at reference plane 2 is then
Z2,=225Q

Now determine V, that results in a power Prz being delivered to the 100 2 load, so

Pry = %Vf /100 = 0.04686 W, (4.111)
and
Ve:=3.06V. (4.112)
From the circuit above,
100
Vo=————F3, 4.113
100 + 225 ° (4113)
and so
Es =3.75V. (4.114)
The available power from this source is obtained by considering
Z2,=225Q
375V 2250

The available power at reference plane 2 is

_ 1(Es/2)® _ 1.875°

Pry = = =0.0781 =78.1 . 4.11
=5 0% 2 % 225 0.07813 W = 78.13 mW (4.115)
From Equation (4.108),

Pro = Pra — P = (78.13 — 46.86) mW = 31.27 mW. (4.116)

Note that Pra = Pr1, as expected.
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V(2

Vmax= 1.5

Figure 4-17 Standing wave pattern on a line with Zi,, = 3Zs.

4.7.3 Standing Waves and Voltage Standing Wave Ratio

If the load is matched to the line, I' = 0, then the magnitude of the total
voltage on the line, |V (2)], is equal to |V;"|, which is a constant. For this
reason, such a line is said to be “flat.” If the load is mismatched, the presence
of reflected waves leads to standing waves where the magnitude of the
voltage on the line is not a constant (see Figure 4-17). Thus from Equations
(4.93) and (4.94):

IV (2)| = |V5H||1 + Te®%2| = |V5F||1 + Te®P|,

where z = —I[ is the positive distance measured from the load at z = 0
toward the generator. Or, setting I' = |T'[¢?®,

V(&) = [V |1+ e =2

(4.117)

)

where O is the phase of the reflection coefficient (I' = |T'|e’®). This result
shows that the voltage magnitude oscillates with position z along the line.
The maximum value occurs when ¢/(®~2%9 = 1 and is given by

Vmax - |V0+‘(1 + |F|) . (4118)

Similarly the minimum value of the voltage magnitude occurs when the
phase term ¢/(®~2%) = 1, and is given by

Vmin = ‘VO+‘(1 - |1—‘|) : (4119)

As |T'| increases, the ratio of Vi,.x to Vini, increases and the mismatch defined
by the Voltage Standing Wave Ratio (VSWR) is given by

Vinax (1 + |F|)
VSWR = = . (4.120)
Vinin (1 - |F|>
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Notice that, in general, I' may be complex, but VSWR is necessarily always
realand 1 < VSWR < oo. For the matched condition,I' = 0 and VSWR =1,
and the closer VSWR is to 1, the better the load is matched to the line and the
more power is delivered to the load. The reflection coefficients and standing-
wave ratios for short-circuit and open-circuit terminated conditions are —1
and +1, respectively, and in both cases the VSWR is infinite.

To determine the position of V;,.x, the voltage maxima, using Equation
(4.117) we have

O —20lpax =2nm,n=0,1,2,... .

This can be rewritten in the form

O —2nm = 22—71-lmax .
Ag

Thus the position of voltage maxima, l;,ax, normalized to the wavelength is
given by

émax 1/0©
N, 2

——n),nzO,—l,—?,.... (4.121)
2w

Similarly the position of the voltage minima can be found using Equation
(4.117):

O — 2B3lmin =2n+ 1.

Rearranging the terms, we get /i, normalized to the wavelength:

Emin 1 S)
N, 2

= %—n—l—%),nzo,—l,—l.... (4.122)
Summarizing from Equations (4.121) and (4.122):

1. The distance between two successive maxima is A, /2.

2. The distance between two successive minima is A, /2.

3. The distance between a maximum and an adjacent minimum is A/4.

In a similar manner to that employed above, the magnitude of the total
current on the line is found to be

V+
|1(0)] = ’ZO ’]1_ T|e?(®—269] (4.123)
0

Hence the magnitude of the current has its maxima where the voltage is
minimum and has its magnitude minima where the voltage magnitude is
maximum.
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EXAMPLE 4. 11 Standing Wave Ratio

In Example 4.7 a load consisted of a shunt connection of a capacitor of 10 pF and a resistor
of 60 2. The load terminates a lossless 50 €2 transmission line. The operating frequency is
5 GHz.

(a) What is the standing wave ratio, SWR?

(b) What is the current standing wave ratio (ISWR)? (When SWR is used on its own it is
assumed to refer to VSWR.)

Solution:
(a) From Example 4.7 on Page 196, I', = 0.993/187.3° and so

1+|Tz]  1+0.993

VSWR = =
S 1—[Tz]  1-00993

= 285 .

(b) ISWR = VSWR = 285 .

SOV PE Standing Waves

A load has an impedance Z;, = 45 + 575 and the system reference impedance, Zy, is 100 €2.

(a) What is the reflection coefficient?

(b) What is the current reflection coefficient?
(c) What is the SWR?

(d) What is the ISWR?

(e) The power available from a source with a 100 © Thevenin equivalent impedance is
1 mW. The source is connected directly to the load, Zr.. Use the reflection coefficient to
calculate the power delivered to Zr..

(f) What is the total power absorbed by the Thevenin equivalent source impedance?

(g) Discuss the effect of inserting a lossless 100 €2 transmission line between the source
and the load.

Solution:
(a) The voltage reflection coefficient:

TL = (Z1 — Z0)/(Z1 + Zo) = (45 + 575 — 100)/(45 + 575 + 100)
= (93.0£2.204 rads)/(163.2£0.4773 rads)
= 0.570£1.726 rads = 0.570£98.9°
= —0.0881 + j0.563 = Ty . (4.124)
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(b) The current reflection coefficient:
I'r = —T'v = 0.0881 — 0.563
= 0.570/(98.9° — 180°) = 0.570/81.1° . (4.125)

(c¢) The SWR is the VSWR so

SWR = VSWR = Vinax/Vinin = (1 + |Tv|) /(1 — [Tv|)
_ 140.570

(d) The current SWR is ISWR = VSWR.

(e) To determine the reflection coefficient of the load we begin by developing the
Thevenin equivalent circuit of the load. The power available from the source is
P4 =1mW, so the Thevenin equivalent circuit is

Ry =100 Q

The power reflected by the load is
Pr = P4 (T'7) = 1mW - (0.570)> = 0.325 mW
and so the power delivered to load is
Pp =Pa (1-T%7) = 0.675 mW.

(f) Itis tempting to think that the power dissipated in Ry is just Pr. However, this is not
correct. Instead, the current in Rty must be determined and then the power dissipated
in Rty found. Let the current through Rt be I, and this is composed on forward- and
backward-traveling components:

I=It4+1 =({+T)IT,

where I'" is the forward-traveling current wave. Thus

1 1
Py = §|I+|2RTH = §|I+|2 X 100 =1 mW =102,

SO
IT =447 mA,
and
I = (14T)I" =(1-0.881 + 50.563) x 4.47 x 10~°
|[I] = 2.57mA.
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) —— ] —=
(a) (b)

Figure 4-18 Terminated transmission line: (a) a transmission line terminated in a
load impedance, Z1, with an input impedance of Zi,; and (b) a transmission line
with source impedance Z¢ and load Zr.

Power dissipated in Rty is

1 1 _
Pry = §|I|2RTH = 5(257x10 Y2 Rry = 331 uW.

Recall that the  comes about because in electromagnetics the voltage and currents are
peak values and not RMS values.

(g) Inserting a transmission line with the same characteristic impedance as the Thevenin
equivalent impedance will have no effect on power flow.

4.7.4 Input Impedance of a Lossless Line

The impedance looking into the line varies with position, as the forward-
and backward-traveling waves combine. At a distance z = —/, the input
impedance seen looking toward the load is given by

V(z= -4 1+ |T| e2(©=286)
Tl = - , 4.127
==t = T =) ~ DT || “127)
and so P P y
7. = g, 2L+ %o tan Bt (4.128)

Zo+ )7 tan B0
This equation is also known as the lossless telegraphist’s equation. Also (3¢
is called the electrical length and is expressed in degrees or fractions of
a wavelength, but in calculations it must be converted to radians with 1
wavelength being 27 radians.

Let us note here that Z;, is a periodic function of ¢ with period /2 and it
varies between the Z,,,« and Z,,;,,, where

Vmax
Zinas = 7 = Zo(VSWR) (4.129)
and v P
i = -0 — 20 (4.130)

Inax  VSWR '
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EXAMPLE 4. 13 Forward-Traveling Wave Calculations

A transmission line is driven by a generator with a maximum available power of 20 dBm
and a Thevenin equivalent impedance of 50 Q2. The transmission line has a characteristic
impedance of 50 €2.

(a) What is the Thevenin equivalent generator voltage?

(b) What is the magnitude of the forward-traveling voltage wave on the line? Assume the
line is infinitely long.

(c) What is the power of the forward-traveling voltage wave?

Solution:
ZG: 50 Q 50 Q

(a) Maximum available power is delivered to the load when it is conjugately
matched to the generator impedance (see right diagram). Then Proap =
1 V?/R (V is peak voltage) (i.e., PLoap = 20 dBm = 0.1 W) and

V = v2Proap - R = v2 % 0.1 X 50 Vyeax
V =316V
Ec=2V=6.32V.
(b) Thisisjust V above, so V' =3.16 V.
(c) Pt =20dBm.

EXAMPLE 4. 14 Coaxial Line Resonator

A shorted coaxial line is used as a resonator. The first resonance is determined to be a parallel
(or shunt) resonance and is at 1 GHz.

(a) Draw the lumped-element equivalent circuit of the resonator.

(b) What is the electrical length of the resonator?

(c) What is the impedance looking into the line at resonance?

(d) If the resonator is A, /4 longer, what is the input impedance of the resonator now?

Solution:

(@)
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LC is an open circuit at resonance. If the line is lossless, R = 0.
(b) Ag/4=190° =m/2.

—

<o,

(¢) Zin = oo (for a lossless line).
(d) Zin=09.

EXAMPLE 4. 15 Resonator Model

This example builds on Example 4.6. Communication filters are often constructed using
several shorted transmission line resonators that are coupled to each other. Consider a
coaxial line that is short-circuited at one end. The dielectric filling the coaxial line has
a relative permittivity of 20 and the resonator is to be designed to resonate at a center
frequency, fo, of 1850 MHz.

(a) What is the wavelength in the dielectric-filled coaxial line?

(b) What is the form of the equivalent circuit (in terms of inductors and capacitors) of a
one-quarter wavelength long resonator if the coaxial line is lossless?

(c) What is the length of the resonator?

(d) Determine the derivative with respect to frequency of the admittance of the LC
equivalent circuit developed in (b). Determine an analytic expression of the derivative
at the resonant frequency.

(e) If the diameter of the inner conductor of the coaxial line is 2 mm and the inside
diameter of the outer conductor is 5 mm, what is the characteristic impedance of the
coaxial line?

(f) Calculate the input admittance of the dielectric-filled coaxial line at 0.99 fo, fo, and
1.01 fo. Determine the numerical derivative of the line admittance at fo.

(g) Derive the numeric values of the equivalent circuit of the resonator at the resonant
frequency. Hint: Match the derivative expression derived in (d) with the actual
derivative calculated in (f).

Solution:

The first thing to realize with this example is that the first resonance will occur when the
length of the resonator is one-quarter wavelength, A/4, long. Resonance generally means
that the impedance is either an open or a short circuit and there is energy stored. When the
shorted line is A/4 long, the input impedance will be an open circuit. When the line is of
zero length, one of the resonance conditions is met (the input impedance is zero) but energy
is not stored, so a zero-length line is not a resonator.

(@) Ag = Xo//Er = 16.2 cm/+/20 = 3.62 cm.
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(b)

Y— C
Y = 0 at resonance

-1

1
Y=Y +Ye= — 4+0C =" 40

JwL 7L
(c) £ =(0.0362 m)/4 = 9.05 mm.
(d) From (b),
9)4 w2 7 1
8_w_—]—L+]C_E+jC—j<m+C). (4.131)

(e) From Equation (4.65), Zo = 12.28 Q.

(f) The input impedance of the line can be calculated from Equation (4.128), repeated below:

_ 21, + 3Zo tan B4

Tin=Jog—"——">"—" " |
OZo + 971, tan B4

(4.132)
In this problem Z; = 0 Q, £ = (0.0362 m)/4 = 9.05 mm, 3 = B0/, where [3 is the phase
constant of free space. From Equations (4.56) and (4.57),

B =20.958 x fo|(GHz) x v/20 = 173.4 rad/m

At0.99fo, Zin = 57817 Q: Yin = —50.001279 S.
At fo, Zin = —j00 Q; Yin = 0 S.
At1.01f0, Zin = —7781.7 Q; Yin = 0.001279 S.
So the derivative of the input admittance is
dY _ AYin _ 7(0.001279 + 0.001279)

— ~ = =41.101 - 10" . 4.133
ow . Aw 27 fo(1.01 — 0.99) J (4133

(g) The equivalent circuit resonates at fo = 1.85 GHz when 1/(jwoL) = —jwoC; wo = 27 fo.
That is,
LC = wy? =0.7401 x 10720 572, (4.134)

Equating Equations (4.131) and (4.133),

1
——+C
wiL +

1.101 x 10" F

C 1.101 x 10~"' — ——F. (4.135)

Substituting this in Equation (4.134)

L (1.101 x 1071 — %)
wgL

1101 x 107 ML = 1.4802 x 1072 H
L = 1.345x 10 °H = 1.345 nH. (4.136)

0.7401 x 107° H
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SHORT-CIRCUITED STUB 201
r ] Pr —r_—
IO (O
Zopy
(@ (b) (C) (d) (e)

OPEN-CIRCUITED STUB Zo,

® (9) (h) @) @

Figure 4-19 Transmission line stubs: (a)—(e) short-circuited stubs; and (f)—(j) open-circuited stubs.

From Equation (4.134),
C =0.7401 x 1072° /L = 5.503 x 10~ ** F = 5.503 pF. (4.137)

So the equivalent circuit of the resonator is

Y = % % C
, with L = 1.345 nH and C = 5.503 pF.

This equivalent circuit is valid for a narrow range (say 5%) of frequencies around 1.85 GHz.

4.7.5 Short-Circuited Stub

A short-circuited transmission line is commonly used as a circuit element
that is called a stub. Figures 4-19(a)—(e) show short-circuited stubs. In Figure
4-19(a), and noting that in Equation (4.128) Z, = 0, the transmission line has
an input impedance

Zl = ]Z()l tan /))/ . (4138)
With the stub one-quarter wavelength long at a frequency f,, the input

impedance is an open circuit and the stub is said to be resonant at a
frequency f,. Then, at a frequency f, the input impedance of the stub is

Zl ]Z()l tan < f]f ) (4139)
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When f = 1f., the stub is one-eighth of a wavelength long and the
argument of the tan function in Equation (4.139) is 7/4 and Z; becomes

™
71 = 1701 tan (Z) — 71 = %01 . (4.140)

Figure 4-19(b) is a shunt short-circuited stub with input impedance Z;.
The representation of the stub in Figure 4-19(c) indicates the characteristic
impedance of the stub, Zy;, and in this representation it is necessary to know
the resonant frequency (at which the stub is one-quarter wavelength long) of
the stub. If Z; or Zy; are replaced by numbers, a real number (such as 10 2)
would indicate the characteristic impedance of the stub, but an imaginary
number (such as 310 §2) would indicate the input impedance of the stub. If
the characteristic impedance of the stub is given, then the length of the stub
must be indicated by the context, typically by its resonant frequency, f,, the
frequency at which the stub is one-quarter wavelength long. Figure 4-19(d)
shows a short-circuited stub inserted between two transmission lines, while
Figure 4-19(e) shows the stub in series connection.

4.7.6 Open-Circuited Stub

An open-circuited transmission line is commonly used as a circuit element
that is called an open stub. Figure 4-19(f-j) show open-circuited stubs. In
Figure 4-19(f), and noting that in Equation (4.128) Z;, = oo, the transmission
line has an input impedance of
1
71 = =920 —— . 4.141

1 J401 tan 3¢ ( )
With the stub one-quarter wavelength long at a frequency f,, the input
impedance is a short circuit and the stub is said to be resonant at a frequency
fr. Then at a frequency f, the input impedance of the stub is

Zy = —=3Zn (4.142)

Figure 4-19(g) is a representation of a shunt open-circuited stub with input
impedance Z;. The representation of the stub in Figure 4-19(h) indicates
the characteristic impedance of the stub, Zy;, and in this representation it is
necessary to know the resonant frequency (at which the stub is one-quarter
wavelength long) of the stub. Figure 4-19(i) shows an open-circuited stub
inserted between two transmission lines, while Figure 4-19(j) shows the stub
in series connection.

The stub introduces an impedance in shunt across a transmission line.
This can be used in tuning. A common microstrip trick is to allow for
optimization of a design using the layout shown in Figure 4-20, where
bonding to different pads enables a variable length stub to be realized.
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Figure 4-20 Open-circuited stub with variable length realized using wire bonding
from the fixed stub to one of the bond pads.

REFERENCE REFERENCE
PLANE A PLANE B
3 45° 3
Z;=30Q" |
Z,,=60Q | Zyp=400Q

Figure 4-21 Transmission line network with a finite length line of characteristic
impedance Zo; and an infinitely long transmission line of characteristic impedance
Zp2.

4.7.7 Bounce Diagram

The bounce diagram follows reflections at the interfaces between networks.
The utility of bounce diagrams will be addressed using an example.

VNPT Bounce Diagram

In the transmission line system in Figure 4-21 there are two planes at which reflection
and transmission (or scattering) occur. The electrical length of the Zp: line is 45° and
the Zoz line is infinitely long. The aim here is to find the input impedance, Zi,. This
will be arrived at in two ways. The first technique uses a bounce diagram approach and
emphasizes reflection and transmission at the interface planes. The second approach uses
the telegraphist’s equation. It is more subtle to use the bounce diagram technique, but it
yields the same answer as using the telegraphist’s equation.

(a) What are the scattering parameters at reference plane A?

AT, is the reflection coefficient of signals incident on reference plane A from the left.
ATy is the transmission coefficient at the plane for signals from the left. “T'22 and “ 712
are the corresponding parameters for scattering from signals coming from the right to
the plane. So, normalizing to Z;,
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(b)

(©

(d)

(e)

A Zo1 — 721 A A
I =22 21— 0.333; Iy = —4Ty; = —0.333 4143
11 Z()l +Zl 22/ 11 ( )
ATy =1—"T11 = 0.667; ATy =1— T =1.333 (4.144)

While 47y, is greater than one, this does not indicate power gain because of the
differences in impedance levels.

What are the scattering parameters I's and 7% at reference plane B? Now the reference
is Zy, and so

Zoz — Zo
Zo2 + Zo
The question now is what should the system reference impedance be—should it
be Zi, Zo1, or even Zy2? The problem could be solved using any of these, but the
simplest procedure is to use the same reference impedance throughout, and since the
eventual aim is to calculate the overall input reflection coefficient, the appropriate
choice is Zy = Z;. Note, however, that the actual voltage levels on the lines are not
being calculated (which would need to be referenced to the characteristic impedance
of the lines they are on), but instead to a traveling wave referenced to a universal
system impedance. If it were required that the actual voltages be calculated, then a
system reference impedance change would be necessary. So the scattering parameters
at reference plane B referenced to the impedance Z; are

Bry = (4.145)

_Ze—=24
Zo2 + 71
BTy =1—“4T'11 = 0.857; BT, =1—5I% =1.143. (4.147)

= (.143; By = —Pry = —0.143 (4.146)

The second transmission line is infinitely long and so no signal from the line will be
incident at reference plane B from the right.

What is the transmission coefficient of the Zo; transmission line?
Using a reference impedance of Zo1, the transmission coefficient is one and rotates by
45° or 0.785 radians:

To1 = exp (0.785) = 0.707 + 70.707 .

Draw the bounce diagram of the transmission line network.
The bounce diagram is shown in Figure 4-22.

What is I'in and hence what is Zi,? T'i, is the steady-state input reflection coefficient
and is obtained by adding all of the reflections leaving to the left from plane A in
Figure 4-22. So

AT 4+ AT T T 5T
+A T2 o1 Ty T2, 4T ap + AT12 A Tor Tg, BT 4T3, - - -

Al + AT Ton T3, P T 1+a+ 4. -, (4.148)

Pin

where z = T3, °T'11*T'92. Now 1/(1 —z) = 1+ z + 2> + - - -, and so
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AT AT TH BTy

1 — T51?BT114T 92

1.333 x 0.667 x (0.707 — 70.707)% x (—0.2)

1= (0.707 — J0.707)2 x (=0.2) x (—0.333)

—  0.345— 70.177. (4.149)

I = T+

0.333 +

I'in is the reflection at reference plane A and is referenced to Z; = 30 2. So the
input impedance is

P <1+I‘in> a0 <1+0.345—g0.177

= 55.39 + 523.08 Q. (4.1
1-Th, 1—0.345—30.177> 55-39 +523.08 Q. (4.150)

(f) Use the lossless telegraphist’s equation, Equation (4.128), to find Zj,.

The infinitely long line presents an impedance Zy, to the 60 €2 transmission
line. So the input impedance looking into the 60 € line at reference plane A is,
using the lossless telegraphist’s equation,

2 = 7o, (202 + 7Zp1 tan ﬁl> 7

Z01 T ]ZOQ tan ﬂl
where the electrical length 3l is 45° or /8 radians. So

40 + 760 tan (/8)
60 + 740 tan (7/8)

Zin = 60 ( ) = 55.39 4 23.08 Q,

which is the same result obtained using the bounce diagram method.

In the above, two techniques were used to evaluate the input impedance of a
transmission line system. The bounce diagram technique required a subtle choice
of several different reference impedances which were required to keep track of
real power flow. It is quite difficult to make these choices. It can be viewed
that the bounce diagram considers instantaneous reflections of pulses. These are
summed to yield the steady-state input reflection coefficient, and thus the input
impedance. The telegraphist’s equation directly captures the steady-state response.
So while the bounce diagram technique aids in physical understanding, using the
telegraphist’s equation is a much less error prone approach to solving transmission
line problems.

4.8 Special Cases of Lossless Terminated Lines

A number of special cases of lossless terminated transmission lines are
useful circuit elements in RF design.
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Figure 4-22 Bounce diagram.

4.8.1 Electrically Short Lossless Line

Now consider the case of electrically short lines, that is, 3¢ goes to zero (i.e.,
27l / X goes to zero), then Equation (4.128) becomes

- ZL+9Zo(BE) [ 2L }
This can be written as
Zin~ Z1, [1+ (B0)?] + 3 [w(Ll) — Ziw(CL)] .

Thus the input impedance of an electrically short line terminated in
impedance 7y, is

Zin & Zp + g[w(Ll) — ZF w(CO)] . (4.151)
Some special cases of this result will be considered next.

4.8.2 Short Length of Short-Circuited Line

A transmission line terminated in a short circuit (Z; = 0) has the input
impedance
Zin = 320 tan(p0) . (4.152)
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So a short length of line, £ < \,;/4, looks like an inductor with inductance
Ly,

Zytan(pl) = wls, (4.153)
and so
Z 2
L= D0 L (4.154)
w

g

From Equation (4.154) it is seen that for a given ¢, L, is proportional
to Zy. Hence, for larger values of L, sections of transmission line of high
characteristic impedance are needed. So microstrip lines with narrow strips
can be used to realize inductors in planar microstrip circuits.

EXAMPLE 4. 17 Inductive Transmission Line

This example demonstrates that one does not need an ideal short to effect a (predominantly)
inductive behavior from a segment of transmission line. Consider the transmission line
system shown below with lines having two different characteristic impedances, Zo1 and
Zog.

Ol 0y

The value of Zi, is
Zo2 + 9201 tan BL

Zo2 + 7701 tan ﬂ( ’
which for a short line can be expressed as

Zin = Zo1

Zin = Zo2 (1 SIS tanQ(ﬂl)) + 9Zo1tan(BY) .

Note that yZo1tan(gY) is the dominant part for [ < A\/8 and Zp2 < Zo:.

From this example it can be concluded that a microstrip realization of a series inductor
can be a high-impedance line embedded between two low-impedance lines. A top view
of such a configuration in microstrip is shown in the figure below. Recall that a narrow
microstrip line has high characteristic impedance.

Zo2 Zol Zo2
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|—1 L2 L3 . L L L
e lel el : : ——
172 1 .

(a) (b)

Figure 4-23 A lowpass filter: (a) in the form of an LC ladder network; and (b)
realized using microstrip lines.

4.8.3 Short Length of Open-Circuited Line

An open-circuited line has Z;, = oo and so

Zo

Tin = — .
Jtan g0

(4.155)

For lengths ¢ such that £ < \/4, an open-circuited segment of line realizes a
capacitor Cy for which

1 Zo
wCy  tanfl (1.156)
and so L y
Cy = - tanbt (4.157)
ZO w

From the above relationship, we see that for a given length of line /¢, Cj is
inversely proportional to Zy. Hence for larger values of Cy we need to use
sections of transmission line of low characteristic impedance.

EXAMPLE 4. 18 Transmission Line Filter

A microstrip realization of a lowpass filter consists of Ls and C's as shown in Figure 4-23(a).
This lowpass filter section can be realized using wide and narrow microstrip lines, as shown
in Figure 4-23(b).

4.8.4 Quarter-Wave Transformer

The next important case of a transmission line section is the quarter-wave
transformer. Figure 4-24(a) shows a resistive load R; and a section of
transmission line whose length ¢ is \;/4 (hence the name quarter-wave
transformer). The input impedance of the line is

2 = 7, Ry, + 97 tan(Bl) _ g Ry + 32100 Z_12

= . 4.158
Ry, + 974 tan(BL) "Ry + 172100 Ry ( )
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I
Zin, =gl —=| ~— Agld—=]

(@) (b)

Figure 4-24 The quarter-wave transformer line: (a) interfacing two lines; and (b)
transforming a load.

So the input impedance is matched to the transmission line Z if
Zin = Zo; (4.159)

that is,

Zyv = \/ZyRy, . (4.160)

Thus the quarter-wavelength long line acts as an ideal impedance
transformer.

Another example of the quarter-wave transformer is shown in Figure 4-
24(b). It is clear from the figure that the input impedance looking into the
quarter-wave transformer is given by

Zo1 + %0 tan(ﬁé) Zo1 + 3Zp0 202
Zin = Zy =27 = —.
Z() + jZ()l tan(ﬂé) Z() + jZ()lOO Z()l

(4.161)

Hence a section of the transmission line of length ¢ = \;/4 4+ n),/2, where
n=0,1,2,..., can be used to match two different impedances Zy;, Zo2 by
constructing the line such that its characteristic impedance 7 is

Zo =/ Zo1Z03 . (4.162)

Note that for a design center frequency fo, the electrical length of the
matching section is \,/4, but at different frequencies the electrical length
is different and a perfect match is no longer achieved. In general, a perfect
match is obtained only at the frequencies at which ¢ = \;/4 + n\, /4.

There is an interesting property of a quarter-wave transformer that is
widely used in filters. Examine the final result in Equation (4.161) which
is repeated here:

Z

Zin = .
Zo1

(4.163)
This result applies to complex impedances as well. Equation (4.163)
indicates that a quarter-wavelength long line is an impedance inverter,
presenting, at Port 1 the inverse of the impedance presented at Port 2, Zy;.
This inversion is normalized by the square of the characteristic impedance
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Zop Zy Zo

—

) —=
Figure 4-25 Layout of a microstrip quarter-wave transformer.

V(2) 1(2)

Zpn= Z,oP 4

! —
Figure 4-26 A low-loss transmission line.

of the line. This inversion holds in the reverse direction as well. The quarter-
wave transformer is also called an impedance inverter (or equivalently an
admittance inverter).

The layout of a microstrip quarter-wave transformer is shown in Figure
4-25, where ¢ = )\;/4 and the characteristic impedance of the transformer,
Zy, is the geometric mean of the impedances on either side, that is Z;, =

\/20,120,2.

4.9 Input Impedance of a Terminated Lossy Line

In this section a lossy transmission line with low-loss is considered so that
R <« wL and G <« wC, and the characteristic impedance is Z, ~ /L/C.
Figure 4-26 is a lossy transmission line whose attenuation constant is o and
the phase constant is 5. The propagation constant, v, is a complex function
of both o and §. The total voltage and current at any point on the line are
given by

V(z) = Vgt [e77% 4+ Te??] (4.164)
and

I(z) = 2~ [e77* —Te?] . (4.165)

0
In a similar fashion, the impedance seen looking into the line for this case is
given by the lossy telegraphist’s equation:

Z1 + Zotanh~¢

Tin =g .
OZo + Z tanh~/

(4.166)
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For a lossless line this becomes

Z5, + 97y tan Bl

Tin = Zo b TI20 27 P2
°Zo + 32y tan BL

(4.167)
as v = a + 76 and with « = 0, tanh ¢ becomes tanh j3¢ = jtan 3¢.

For a lossy transmission line it is clear that not all of the power applied
at the input will be delivered to the load. There will be a certain amount
of power lost on the line due to the finite attenuation constant that results
from loss on the line. Equations (4.168)—(4.170) are the equations of power
delivered to the load, the power incident on the line, and the power lost on
the line, respectively. So the power delivered to the load is

P = %R{V(O)I*(O)} Vo 0 ’ —|T?). (4.168)

Similarly the power at the input of the line is

P = %Re{V(—f)I (—1 _ W 0 | [1— | T [Pe "] 2t (4.169)

and the power lost in the line is
Ploss = Pn — Pr, ‘ 0 ‘ (e —1) + [T [*(1—e 9] (4.170)

4.10 Microstrip Transmission Lines

Transmission lines with conductors embedded in an inhomogeneous
dielectric medium cannot support a pure TEM mode. This is the case even
if the conductors are lossless. The most important member of this class is
the microstrip transmission line (Figure 4-8(c)). Part of the field is in the air
and part in the dielectric between the strip conductor and ground. In most
practical cases, the dielectric substrate is electrically thin, that is, h < A. It can
be shown that the transverse field is dominant, |EL| < |Er|, and the fields
are called quasi-TEM.

4.10.1 Microstrip Line in the Quasi-TEM Approximation

In this section it is shown that the static solutions for the transverse electric
field alone can be used to calculate the characteristics of a transmission
line. The procedure described is used in many EM computer programs to
calculate the characteristics of transmission lines.

As a first step, the potential of the conductor strip is set to V; and Laplace’s
equation is solved for the electrostatic potential everywhere in the dielectric.
Then, the p.u.l. electric charge, @), on the conductor is determined. Using this
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in the following relation gives the line capacitance:

Q

In the next step, the process described in the step above is repeated with
¢, = 1. This is done to calculate C,;, (the capacitance of the line without a
dielectric). Since the transmission line is now a TEM structure,

LC4qir = poe€o,

and so the velocity on a vacuum-filled line with a TEM field distribution is
identical to that in free space, where ¢ = v, = 1/,/110€0. Thus

1

c? Cair

L 4.171)

L is not affected by the dielectric properties of the medium.'* L calculated
above is the desired p.u.l inductance of the line with the dielectric as well as
in free space. Once L and C have been found, the characteristic impedance
can be found using

| L
Zy = ok (4.172)

which can be written as L1
Zy = ———— 4.173
0 c /—O Oair ) ( )

and the phase velocity is given by
1 Cair

Vp = —=—= =2C . 4.174
v Vte - Ve (.17

It can be seen that the field is distributed in the inhomogeneous medium
and in free space, as shown in Figure 4-27. So the effective permittivity, .,
of the microstrip line is defined by

Ve =

. (4.175)
Up

Combining Equations (4.174) and (4.175), the effective relative permittivity

is obtained:

(4.176)

14 The assumption that L is not affected by the dielectric is in general a good approximation.
However, there is a small discrepancy due to a change in the electric field orientation which
will also affect the distribution of the magnetic field, but there is negligible additional
magnetic energy storage.
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(a) (b)

Figure 4-27 Microstrip line: (a) actual crosssection; and (b) approximate equivalent structure where the

strip is embedded in a dielectric of semi-infinite extent with effective relative permittivity e..

The effective dielectric constant can be interpreted as the dielectric constant
of a homogeneous medium that replaces the air and the dielectric regions of
the microstrip, as shown in Figure 4-27. Since some of the field is in the
dielectric and some is in air, the effective dielectric constant satisfies the
relation

1 <e <ep. (4.177)

4.10.2 Effective Dielectric Constant and Characteristic
Impedance

This section presents formulas for the effective dielectric constant and
characteristic impedance of the microstrip. These formulas are fits to the
results of detailed EM simulations. Also, the form of the equations is based
on good physical understanding. First, assume that the thickness, ¢, is zero.
This is not a bad approximation, as in practice t < w, h for most microwave
circuits (this, however, is not true with digital ICs). It is not possible to
develop useful formulas for the situation where the lines are not very thin.

Hammerstad and others provided well-accepted formulas for calculating
the effective permittivity and characteristic impedance of microstrip lines
[66-68]. Given ¢,, w, and h, the effective relative permittivity is

—ab
1 — 1
(=l ey 10k (4.178)
2 2 w
where
1 ut + {u/52}? 1 u \?
_ -1+ —In | —t/=af —In |1 — 4.179
and e 097008
ble,) = 0.564 | ——— : 4.180
(e,) { T3 } (4.180)
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Take some time to interpret Equation (4.178) for effective relative
permittivity. First, assume for simplicity that the dimensions of the line are
such that a-b = 1. If e, = 1, thene. = (1 +1)/2+ 0 = 1, as expected.
If €, is not that of air then ¢, will be between 1 and ¢,, dependent on the
geometry of the line, or more specifically, the ratio w/h. For a very wide
line, w/h > 1,e. = (¢, +1)/2 + (¢, — 1)/2 = &,, corresponding to the
EM energy being confined to the dielectric. For a thin line, w/h < 1, so
ee = (g7 +1)/2, the average of the dielectric and air regions. Commonly the
shorter-term effective permittivity is used, but nearly always the effective
relative permittivity is meant.

The characteristic impedance is given by

Zo
Zy = 4.181
0 \/a ) ( )
where the characteristic impedance of the micostrip line in free space is
Fih 21\ ?
Zor = Zo(e,=1) = 60In | ==+ [1+ (—) SNCRE)
w w
and
FL =6+ (27 — 6) exp {— (30.666h/w)0'7528} : (4.183)

The accuracy of Equation (4.178) is better than 0.2% for 0.01 < w/h < 100
and 1 <, < 128. Also, the accuracy of Equation (4.182) is better than 0.1%
for w/h < 1000. Zy(e, = 1) has a maximum value when w is vanishingly
small. This is not seen in Equation (4.182), as this is only valid over a range
of w.

Now consider the special case where w is vanishingly small. Then Zy (e, =
1) is that of free space; that is, Zo(e, = 1) = /oo = 377 2. As well, €. has
its minimum value when w is vanishingly small, then

e+ 1
2

: (4.184)

€e =

This leads to an approximate (and more convenient) form of Equation
(4.178):
e+1 e —1 1

+ .
2 2 /1+12h/w

This approximation has its greatest error for low and high ¢, and narrow
lines, w/h <« 1, where the maximum error is 1%. Again, Equation (4.181)
would be used to calculate the characteristic impedance. A comparison
of the line characteristics using the more precise formula for €. (Equation
(4.178)) and the slightly less accurate fit (Equation (4.185)) is given in Table
4-2.

€ =

(4.185)
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Table 4-2 Comparison of two fitted equations for the effective permittivity and
characteristic impedance of a microstrip line. Equation (4.178) has an accuracy of
better than 0.2% and Equation (4.185) has an accuracy of better than 1%.

e | w/h e | 2o e | Zo
Eq. (4.178),0.2% | Eq.(4.185), 1%
1 0.01 1 401.1 1 401.1
1 0.1 1 262.9 1 262.9
1 1 1 126.5 1 126.5
1 10 1 29.04 1 29.04
1 100 1 3.61 1 3.61
2 0.01 1.525 322.5 1.514 325.9
2 0.1 1.565 210.0 1.545 211.5
2 1 1.645 98.64 1.639 98.83
2 10 1.848 21.36 1.837 21.43
2 100 1.969 2.58 1.972 2.58
10 0.01 5.683 165.8 5.630 169.0
10 0.1 6.016 107.0 5.909 108.2
10 1 6.705 48.86 6.748 48.70
10 10 8.556 9.93 8.534 9.94
10 100 9.707 1.16 9.752 1.16
20 0.01 10.88 119.6 10.77 122.2
20 0.1 11.57 77.14 11.36 78.00
20 1 13.01 35.07 13.13 3491
20 10 16.93 7.06 16.91 7.06
20 100 19.38 0.821 19.48 0.819
128 0.01 66.90 48.15 66.30 49.25
128 0.1 71.51 31.02 70.27 31.37
128 1 81.12 14.05 82.11 13.96
128 10 71.51 2.80 70.27 2.80
128 100 123.8 0.325 124.5 0.324

The more exact analysis, represented by Equation (4.178), was used to
develop Table 4-3 which can be used in the design of microstrip on a silicon
dioxide (S5iO3) substrate and on FR-4 printed circuit board which both have
a relative permittivity of 4; on alumina with a permittivity of 10; on a silicon
(5i) substrate with a relative permittivity of 11.9; and on a gallium arsenide

(GaAs) substrate with a relative permittivity of 12.85.

EXAMPLE 4. 19 Microstrip Calculations

The strip of a microstrip has a width of 600 xm and is fabricated on a lossless substrate that

is 635 um thick and has a relative permittivity of 4.1.

(a) What is the effective relative permittivity?

(b) What is the characteristic impedance?

(c) What is the propagation constant at 5 GHz ignoring any losses?
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Solution:
W —|

1

Use the formulas for effective dielectric constant, characteristic impedance, and attenuation
constant from Section 4.10.2 with w = 600 ym ; h = 635 um ; &, = 4.1; w/h = 600/635 =
0.945 .

(@)

er+1 er—1 10R) ~%°
e — 1 —
c 2 T2 <+w)

From Equation (4.179),

ot B[] o (] om

and from Equation (4.180),

0.053
b= 0.564 [EE _+059} — 0.541 .

From Equation (4.178),
ge = 2.967 .

(b) In free space,

2
Zo(er = 1) = 601n [Flu;th 1+<%) ]

where
Fi =6+ (21 — 6) exp {— (30.666h/w)* "}, Zo =
Zo (air) = 129.7 Q, Zo = Zy (air)/\/ec = 75.3 Q

(o) f =5GHz, w=2rf, v = jwy/Ho€oce:

v =7180.5m " .




Table 4-3 Microstrip line normalized width u (= w/h), and effective permittivity, €., for specified characteristic impedance Zy. Data

derived from the analysis in Section 4.10.2 on Page 223.

Zo er = 4 (SiO3, FR-4) er = 10 (Alumina) er = 11.9 (Si) Zo er = 4 (Si02, FR-4) er = 10 (Alumina) er = 11.9 (Si)
() u | Ee u ‘ Ee u | Ee (%)) u ‘ ce u | ce u ‘ ce

140 0.171 2.718 0.028 5.914 0.017 | 6.907 110 0.378 2.781 0.089 6.025 0.062 | 7.032
139 0.176 2.720 0.029 5.917 0.018 | 6.910 109 0.389 2.783 0.093 6.031 0.065 | 7.038
138 0.181 2.722 0.030 5.919 0.019 | 6.914 108 0.399 2.786 0.097 6.036 0.068 | 7.044
137 0.185 2.723 0.031 5.922 0.020 | 6.919 107 0.410 2.789 0.100 6.040 0.071 | 7.050
136 0.190 2.725 0.032 5.924 0.021 | 6.923 106 0.421 2.791 0.104 6.046 0.074 | 7.055
135 0.195 2.727 0.033 5.927 0.022 | 6.925 105 0.432 2.794 0.109 6.052 0.077 | 7.061
134 0.201 2.729 0.035 5.931 0.022 | 6.927 104 0.444 2.797 0.113 6.057 0.080 | 7.066
133 0.206 2.731 0.036 5.933 0.023 | 6.930 103 0.456 2.800 0.117 6.062 0.084 | 7.073
132 0.212 2.733 0.037 5.936 0.024 | 6.934 102 0.468 2.803 0.122 6.069 0.087 | 7.079
131 0.217 2.734 0.038 5.939 0.025 | 6.937 101 0.481 2.806 0.127 6.075 0.091 | 7.085
130 0.223 2.736 0.040 5.942 0.026 | 6.941 100 0.494 2.809 0.132 6.081 0.095 | 7.092
129 0.229 2.738 0.043 5.949 0.028 | 6.948 99 0.507 2.812 0.137 6.087 0.099 | 7.099
128 0.235 2.740 0.044 5.951 0.029 | 6.951 98 0.521 2.815 0.143 6.094 0.103 | 7.105
127 0.241 2.742 0.046 5.955 0.030 | 6.954 97 0.535 2.819 0.148 6.100 0.108 | 7.113
126 0.248 2.744 0.048 5.958 0.031 | 6.957 96 0.550 2.822 0.154 6.106 0.112 | 7.120
125 0.254 2.746 0.050 5.962 0.033 | 6.963 95 0.565 2.825 0.160 6.113 0.117 | 7.127
124 0.261 2.748 0.052 5.966 0.034 | 6.966 94 0.580 2.829 0.167 6.121 0.122 | 7.135
123 0.268 2.750 0.054 5.970 0.035 | 6.969 93 0.596 2.832 0.173 6.127 0.128 | 7.144
122 0.275 2.752 0.056 5.973 0.038 | 6.977 92 0.612 2.836 0.180 6.134 0.133 | 7.151
121 0.283 2.755 0.058 5.977 0.039 | 6.980 91 0.629 2.839 0.187 6.142 0.139 | 7.159
120 0.290 2.757 0.061 5.982 0.041 | 6.985 90 0.646 2.843 0.195 6.150 0.145 | 7.168
119 0.298 2.759 0.063 5.985 0.043 | 6.990 89 0.664 2.847 0.202 6.157 0.151 | 7.176
118 0.306 2.761 0.066 5.990 0.045 | 6.995 87 0.701 2.855 0.219 6.173 0.164 | 7.193
117 0.314 2.763 0.068 5.993 0.047 | 6.999 86 0.721 2.859 0.228 6.182 0.171 | 7.203
116 0.323 2.766 0.071 5.998 0.049 | 7.004 85 0.740 2.863 0.237 6.190 0.179 | 7.213
115 0.331 2.768 0.074 6.003 0.051 | 7.008 84 0.761 2.867 0.246 6.198 0.187 | 7.223
114 0.340 2.771 0.077 6.007 0.053 | 7.013 83 0.782 2.872 0.256 6.208 0.195 | 7.233
113 0.349 2.773 0.080 6.012 0.055 | 7.017 82 0.804 2.876 0.266 6.216 0.203 | 7.242
112 0.359 2.776 0.083 6.016 0.057 | 7.022 81 0.826 2.881 0.277 6.226 0212 | 7.253
111 0.368 2.778 0.086 6.021 0.060 | 7.028 80 0.849 2.885 0.288 6.235 0.221 | 7.263
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Table 4-3 continued.

Zo er = 4 (5102, FR-4) ey = 10 (Alumina) er = 11.9 (Si) Zo er = 4 (SiO2, FR-4) er = 10 (Alumina) er = 11.9 (Si)
() u ‘ €e u | Ee u | €e () u ‘ Ee u ‘ Ee u | €e

79 0.873 2.890 0.299 6.245 0.230 | 7.274 44 2.518 3.131 1.229 6.828 1.047 7.936
78 0.898 2.895 0.311 6.255 0.240 | 7.285 43 2.609 3.140 1.283 6.856 1.096 | 7.968
77 0.923 2.900 0.324 6.265 0.251 | 7.297 42 2.703 3.150 1.340 6.884 1.147 8.002
76 0.949 2.905 0.337 6.276 0.262 | 7.309 41 2.803 3.160 1.400 6.913 1.201 8.036
75 0.976 2.910 0.350 6.286 0.273 | 7.321 40 2.908 3.171 1.464 6.944 1.259 8.072
74 1.003 2.915 0.364 6.297 0.285 | 7.333 39 3.019 3.181 1.531 6.974 1.319 8.108
73 1.032 2.921 0.379 6.309 0.297 | 7.345 38 3.136 3.192 1.602 7.006 1.384 8.147
72 1.062 2.926 0.394 6.320 0.310 | 7.359 37 3.259 3.203 1.677 7.039 1.452 8.186
71 1.092 2.932 0.410 6.332 0.323 | 7.371 36 3.390 3.214 1.757 7.073 1.524 8.226
70 1.123 2.937 0.426 6.344 0.338 | 7.386 35 3.528 3.226 1.841 7.108 1.600 | 8.268
69 1.156 2.943 0.444 6.357 0.352 | 7.399 34 3.675 3.237 1.931 7.143 1.682 8.311
68 1.190 2.949 0.462 6.369 0.368 | 7.414 33 3.831 3.250 2.027 7.180 1.769 | 8.355
67 1.224 2.955 0.480 6.382 0.384 | 7.429 32 3.997 3.262 2.129 7.218 1.862 8.402
66 1.260 2.961 0.500 6.396 0.400 | 7.444 31 4.174 3.275 2.238 7.258 1.961 8.449
65 1.298 2.968 0.520 6.410 0.418 | 7.460 30 4.364 3.288 2.355 7.298 2.067 8.498
64 1.336 2.974 0.541 6.424 0.436 | 7.476 29 4.567 3.301 2.480 7.340 2.181 8.549
63 1.376 2.980 0.563 6.439 0.455 | 7.492 28 4.785 3.315 2.615 7.384 2.304 8.601
62 1417 2.987 0.586 6.454 0.475 | 7.509 27 5.020 3.329 2.760 7.428 2.436 8.655
61 1.460 2.994 0.610 6.470 0.496 | 7.527 26 5.273 3.344 2917 7.475 2.579 8.712
60 1.504 3.001 0.635 6.486 0.518 | 7.545 25 5.547 3.359 3.087 7.523 2.734 8.770
59 1.551 3.008 0.661 6.502 0.541 | 7.564 24 5.845 3.374 3.272 7.573 2.902 8.831
58 1.598 3.015 0.688 6.519 0.564 | 7.583 23 6.169 3.390 3.474 7.625 3.086 8.894
57 1.648 3.022 0.717 6.538 0.589 | 7.603 22 6.523 3.407 3.694 7.679 3.287 8.960
56 1.700 3.030 0.746 6.556 0.616 | 7.624 21 6.912 3.424 3.936 7.734 3.508 9.028
55 1.753 3.037 0.777 6.575 0.643 | 7.645 20 7.341 3.441 4.203 7.793 3.752 9.100
54 1.809 3.045 0.809 6.594 0.672 | 7.667 19 7.815 3.459 4.499 7.854 4.022 9.174
53 1.867 3.053 0.843 6.614 0.702 | 7.690 18 8.344 3.478 4.829 7917 4.323 9.252
52 1.927 3.061 0.878 6.635 0.733 | 7.713 17 8.936 3.497 5.199 7.983 4.661 9.334
51 1.991 3.069 0.915 6.657 0.766 | 7.738 16 9.603 3.517 5.616 8.053 5.043 9.419
50 2.056 3.077 0.954 6.679 0.800 | 7.763 15 10.361 3.538 6.090 8.126 5.476 9.509
49 2.125 3.086 0.995 6.702 0.837 | 7.790 14 11.229 3.559 6.633 8.202 5.972 9.604
48 2.197 3.094 1.037 6.726 0.875 | 7.817 13 12.233 3.581 7.262 8.282 6.547 9.704
47 2.272 3.103 1.081 6.750 0.914 | 7.845 12 13.407 3.604 7.997 8.367 7.219 9.809
46 2.350 3.112 1.128 6.775 0.956 | 7.874 11 14.798 3.628 8.868 8.456 8.016 9.920
45 2.432 3.121 1.177 6.801 1.000 | 7.904 10 16.471 3.652 9.916 8.550 8.975 | 10.038

8¢C
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4.10.3 Microstrip Resistance

In calculating R for a microstrip line, the conductor thickness must be taken
into account. The total resistance is the sum of the resistance of the strip and
the resistance of the ground plane:

R= Rstrip + Rground ) (4186)
where [51]
Rs (1 1 4
Riprip = —> (— +—hn Lw) q, (4.187)
w \mT t

R is the sheet resistance, ¢ is the thickness of the strip, and ¢ is the filling
factor of the line:

1, forw/h < 0.5
7= { 0.94 + 0.132u/h — 0.0062 (w/h)?, for 05 <w/h<10. (188
The resistance of the ground plane is
N h
Raround = 2 w/ for01<w/h<10.  (4.189)

w w/h+ 5.8+ 0.03h/w

Finally, the conductor loss, a., from Equation (4.75), is R/2Zj. In summary,
the conductor resistance is comprised of a strip component and a component
due to the ground plane.

EXAMPLE 4. 20 Microstrip Attenuation

If the strip in Example 4.19 has a resistance of 1 €2 - cm ™! and the ground plane resistance

can be ignored, what is the attenuation constant at 5 GHz?

Solution:
—W—|

For a low-loss line, « = R/2Z, (since there is no dielectricloss), R = 1 Q-cm ™, Zo = 86.19Q,

and so
a=0.581 mNp-m'.

4.11 Microstrip Design Formulas

The formulas developed in Section 4.10.2 on Page 223 enable the electrical
characteristics to be determined given the material properties and the
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physical dimensions of a microstrip line. In design, the physical dimensions
must be determined given the desired electrical properties. Several people
have developed procedures that can be used to synthesize microstrip lines
[67,69-72]. This subject is considered in much more depth by Edwards
and Steer [51], and here just one approach is reported which is applicable
to alumina-type substrates where 8 < ¢, < 12. The formulas are useful
outside this range, but with reduced accuracy. Again, these formulas are the
result of curve fits, but starting with physically based equation forms.

4.11.1 High Impedance

For narrow strips, that is, when Z, > (44 —¢,.) (2

w  (expH’ 1 -t
h ( 8 4exp H’) ' (4.190)
where
Zo/2(er+1) 1 (e, —1 ™ 1. 4
r_ - AR P
H = 119.9 +2 (8r+1) (1n2+€T lnﬂ) (4.191)
and [72]

g 41 2098 [ 2 g —1 T 1. 4\] 2
Ce=—5 [14— Zo LT_‘_J (Er-i-l) <1n§+;1n;)] . (4.192)

4.11.2 Low Impedance

Strips with low Z, are relatively wide and the formulas below can be used
when Z < (44 — ¢,) Q. The crosssectional geometry is given by

2 r—1 b1
w_z [(de, — 1) —1In(2d;, — )] + u [1n (de, — 1)+ 0.293 — 0-5 7] ,
h/ i TEy Er

(4.193)
where
59.9572 59.9572
de, = 7Z0\/5_ , dey = 7Z0 , (4.194)
and
Er
Ce (4.195)

~ 0.96 + £,(0.109 — 0.004,)[log (10 + Zo) — 1]

For microstrip lines on alumina, which has €, = 10, the expressions above
are accurate to +0.2% for

8< Zy <45 Q. (4.196)



TRANSMISSION LINES 231

EXAMPLE 4. 21 Microstrip Design

Design a microstrip line to have a characteristic impedance of 75 © at 10 GHz. The microstrip
is to be constructed on a substrate that is 500 um thick with a relative dielectric constant of
5.6. What is the width of the line? Ignore the thickness of the strip. What is the effective
permittivity of the line?

Solution:

(a) Two design formulas were introduced for microstrip: one for high impedance and one
for low. The high-impedance (or narrow-strip) formula (Equation (4.190)) is to be used
for Z, > (44 —e,) [= (44 — 5.6) = 48.4] Q.
With e, = 5.6 and Zy = 75 Q, Equation (4.191) yields H' = 2.445. From Equation
(4.190) w/h = 0.704, thus

w:%xh:0.704><0.5:352um.

(b) The effective permittivity formula is Equation (4.192) and so e. = 3.04 .

4.11.3 Comment on Formulas for Effective Permittivity

Two formulas have been presented that enable the effective permittivity of
a microstrip line to be calculated. Equation (4.178) provides the effective
permittivity from the physical dimensions, the width and height of the line,
and the relative permittivity of the medium. For a high-impedance line,
Formula (4.192) (and Formula (4.195) for a low-impedance line) provides
the effective permittivity using an electrical characteristic, the characteristic
impedance, and the relative permittivity of the medium. Both formulas
for effective permittivity are curve fit equations, although they are based
on physical insight. So the two formulas are unlikely to provide answers
that are within only a rounding error. So which one do you really want?
Most likely, once you have set the width you would really like to know the
effective permittivity as accurately as possible. Equation (4.178) is known
to be quite accurate, better than 0.2%, compared to detailed computer
simulations. Can you really believe this? No, there are variations of the
permittivity from place to place as the density of the material changes.
This is particularly true of composite materials such as an FR-4 circuit
board substrate, where the lower permittivity resin moves around during
manufacture while the glass fiber stays fixed. With silicon ICs the density
of the silicon dioxide varies. Another factor is that the thickness of the strip
affects the field distribution and hence the effective permittivity.
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Figure 4-28 An open on a microstrip transmisison line: (a) microstrip line showing
fringing fields at the open; (b) fringing capacitance model of the open; and (c) an
extended line model of the open with Az being the extra transmission line length
that captures the open.

4.12 Transmission Line Components

The simplest microwave circuit element is a uniform section of transmission
line which can be used to introduce a time delay or a frequency-
dependent phase shift. More commonly it is used to interconnect other
components. Other line segments are used for interconnections, including
bends, corners, twists, and transitions between lines of different dimensions.
The dimensions and shapes are designed to minimize reflections and thus
maximize return loss and minimize insertion loss.

4.12.1 Open

Many transmission line discontinuities arise from fringing fields. One
element is the microstrip open shown in Figure 4-28. The fringing fields at
the end of the transmission line in Figure 4-28(a) store energy in the electric
field, and this can be modeled by the fringing capacitance, C'r, shown in
Figure 4-28(b). This effect can also be modeled by an extended transmission
line, as shown in Figure 4-28(c). For a typical microstrip line with ¢, = 9.6,
h =600 um, and w/h = 1, Cr is approximately 36 fF. However Cr varies
with frequency, and the extended length is a much better approximation to
the effect of fringing, as it has very little frequency dependence [73]. For
the same dimensions, the length section is approximately 0.35h and almost
independent of frequency. A full treatment is provided in Edwards and
Steer [51]. As with many fringing effects, a capacitance or inductance is used
to describe the effect of fringing, but generally a distributed model is better.
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Figure 4-29 Microstrip discontinuities: (a) quarter-wave impedance transformer; (b) open microstrip

stub; (c) step; (d) notch; (e) gap; (f) crossover; and (g) bend .

4.12.2 Discontinuities

The equivalent circuits of microstrip discontinuities (Figure 4-29(b—g)) are
modeled by capacitive elements if the £ field is interrupted and by inductive
elements if the H field (or current) is disturbed. The stub shown in Figure
4-29(b) presents a short circuit to the through transmission line when the
length of the stub is A\;/4. When the stub is electrically short (<< \,/4) it
introduces a shunt capacitance in the through transmission line.

4.12.3 Impedance Transformer

Impedance transformers interface two sections of line of different charac-
teristic impedance. The smoothest transition and the one with the broad-
est bandwidth is a tapered line This element tends to be very long, as
¢ > )4, and so step terminations called quarter-wave impedance transform-
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Figure 4-30 Terminations and attenuators: (a) coaxial line resistive termination; (b)
microstrip matched load; (c) coaxial attenuator; and (d) microstrip attenuator.

ers (see Figure 4-29(a)) are sometimes used, although their bandwidth is rel-
atively small and centered on the frequency at which I = A, /4. Ideally Zy 2 =

\/Z0,1%0,3 -

4.12.4 Termination

In a termination, power is absorbed by a length of lossy material at the
end of a shorted piece of transmission line (Figure 4-30(a)). This type of
termination is called a matched load, as power is absorbed and reflections
are small irrespective of the characteristic impedance of the transmission
line. This is generally preferred to a lumped resistor at high frequencies.
If size is critical, as the characteristic impedance of transmission lines varies
with frequency, a simpler and smaller termination can be realized by placing
a resistor to ground (Figure 4-30(b)).

4.12.5 Attenuator

Attenuators reduce the level of a signal traveling along a transmission line.
The basic design is to make the line lossy, but with characteristic impedance
approximating that of the connecting lines so as to reduce reflections. In the
case of wireless circuits, a microstrip line is made lossy by covering the line
with resistive material (Figures 4-30(c) and 4-30(d)).
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Figure 4-31 Microstrip stubs: (a) radial shunt-connected stub; (b) conventional
shunt stub; and (c) butterfly radial stub.

4.12.6 Planar Radial Stub

The use of a radial stub (Figure 4-31(a)), as opposed to the conventional
microstrip stub (Figure 4-31(b)), can improve the bandwidth of many
microstrip circuits. A major advantage of a radial stub is that the input
impedance presented at the through line generally has broader bandwidth
than that obtained with the conventional stub. When two shunt-connected
radial stubs are introduced in parallel (i.e., one on each side of the microstrip
feeder line) the resulting configuration is termed a “butterfly” structure (see
Figure 4-31(c)). Critical design parameters include the radius, r, and the
angle of the stub.

EXAMPLE 4. 22 Rat-Race Hybrid

In this example the “rat-race” circuit shown in Figure 4-32(a) is considered. One of the
functions of this circuit is that with an input at Port 1, the power of this signal is split
between Ports 2 and 3. At the same time, no signal appears at Port 4. This example is an
exercise in exploiting the impedance transformation properties of the transmission line.

From Figure 4-32(a) it is seen that each port is separated from the other port by a specific

electrical length. Intuitively one can realize that there will be various possible outputs for
excitation from different ports. Each case will be studied.
When Port 1 of the hybrid is excited or driven, the outputs at Ports 3 and 4 are in phase, as
both are distanced from Port 1 by an electrical length of A4 /4, while Port 2 remains isolated,
as the electrical distance from Port 1 to Port 2 is an even multiple of A, /2. Thus Port 2 will
be an electrical short circuit to the signal at Port 1.

In a similar way, a signal excited at Port 2 will result in outputs at Ports 3 and 4, though
with a phase difference of 180° between the two output ports and Port 1 remains isolated,
which is directly from the same analysis done in the earlier case.

Finally, a signal excited at Ports 3 and 4 will result in the sum of the two signals at
Port 1 and the difference of two signals at Port 2. This combination of output is again due to
varying electrical length between every port and every other port in the rat-race hybrid. The
equivalent transmission line model and equivalent circuit of the rat-race hybrid are shown
in Figures 4-32(b) and 4-32(c), respectively.
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Figure 4-32 Rat-race hybrid with input at Port 1, outputs at Ports 3 and 4, and
virtual ground at Port 2: (a) implementation as a planar circuit; (b) transmission-line
model; and (c) equivalent circuit model.

4.13 Resonators

In a lumped-element resonant circuit, stored energy is transferred between
an inductor which stores magnetic energy and a capacitor which stores
electric energy, and back again every period. Microwave resonators function
the same way, exchanging energy stored in electric and magnetic forms, but
with the energy stored spatially. Resonators are described in terms of their
quality factor,

Q—Qﬂfo(

average energy stored in the resonator at f0>

4.197
power lost in the resonator ( )

where fj is the resonant frequency. The @ is reduced and thus the resonator
bandwidth is increased by the power lost to the external circuit so that the
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Figure 4-33 Microwave resonators: (a) resonator response, (b) rectangular cavity
resonator, (c) microstrip patch resonator (d) microstrip gap-coupled reflection

resonator, (e) transmission dielectric transmission resonator in microstrip, (f) parallel
equivalent circuits, and (g) series equivalent circuits.

loaded Q is
average energy stored in the resonator at fj
QL =2mfo . —
power lost in the resonator and to the external circuit
1
= (4.198)
1/Q +1/Qx

where Qy is called the external Q. Q 1, accounts for the power extracted from
the resonant circuit. For the simple response shown in Figure 4-33(a), the
half power (3 dB) bandwidth is fy/Qr. Near resonance the response of a
microwave resonator is very similar to the resonance response of a parallel
or series LC resonant circuit, shown in Figures 4-33(f) and 4-33(g). These
equivalent circuits can be used over a narrow frequency range.

Several types of resonators are shown in Figure 4-33(b). Figure 4-33(b)
is a rectangular cavity resonator coupled to an external coaxial line by a
small coupling loop. Figure 4-33(c) is a microstrip patch reflection resonator.
This resonator has large coupling to the external circuit. The coupling can
be reduced and photolithographically controlled by introducing a gap, as
shown in Figure 4-33(d), for a microstrip gap-coupled transmission line
reflection resonator. The () of a resonator can be dramatically increased
by using a low-loss, high dielectric constant material, as shown in Figure
4-33(e), for a dielectric transmission resonator in microstrip. Here the
resonant frequency of a rectangular cavity is varied by changing the physical
dimensions of the cavity, with the null of the detector indicating the cavity
resonant frequency.
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4.14 Summary

In this chapter a classical treatment of transmission lines was presented.
Transmission lines are distributed elements and form the basis of microwave
circuits. A distinguishing feature is they support forward- and backward-
traveling waves. This chapter provided an understanding of signals on
transmission lines. The next chapter points out problems that can occur
and provides intuitive understanding and guidelines for the design of
transmission lines and interconnects.

4.15 Exercises

1.

A coaxial line is short-circuited at one end and
is filled with a dielectric with a relative dielec-
tric constant of 64. It is used at a frequency, fo,
of 18 GHz. [Parallels Example 4.1 on Page 167]

(a) What is the free-space wavelength at
18 GHz?

(b) What is the wavelength in the dielectric-
filled coaxial line at 18 GHz?

(c) The first resonance of the coaxial res-
onator occurs when it is one-quarter
wavelength long. How long is the res-
onator at this first resonance?

Design a microstrip line having a 50 €2 charac-
teristic impedance. The substrate has a dielec-
tric constant of 2.3 and is 250 pum thick. The
operating frequency is 18 GHz. You need to
determine the width of the microstrip line.

A transmission line has the per unit length pa-

rameters R = 2 Q/cm, L = 100 nH-m ™!,

G=1mSm™!, C =200 pF~m’1.

(a) What is the propagation constant of the
line at 5 GHz?

(b) What is the characteristic impedance of
the line at 5 GHz?

(c) Plot the magnitude of the characteris-

tic impedance versus frequency from
100 MHz to 10 GHz.

A transmission line has an attenuation
of 2 dBm™' and a phase constant of
25 radians-m ™' at 2 GHz. [Parallels Example
4.5 on Page 187]

(a) What is the complex propagation con-
stant of the transmission line?

(b) If the capacitance of the line is 50 pF-m ™"

and the conductive loss is zero (i.e., G =
0), what is the characteristic impedance
of the line?

5. A transmission line has the following RLCG

parameters: R = 100 -m ™!, L = 85 nH-m !,
G =1Sm ', and C = 150 pF-m™'. Consider
a traveling wave on the transmission line with
a frequency of 1 GHz. [Parallels Example 4.4
on Page 184]

(a) What is the attenuation constant?

(b) What is the phase constant?

(c) What is the phase velocity?

(d) What is the characteristic impedance of
the line?

(e) What is the group velocity?

(f) If the line resistance is R = 0 Q-m ™', what
is the phase velocity?

(g) If the line resistance is R =0 Q-m~*, what
is the group velocity?

(h) If the line resistance is R = 10 kQ-m™*,
what is the phase velocity?

(i) If the line resistance is R = 10 kQ-m™*,
what is the group velocity?

. A very low-loss microstrip transmission line

has the following per unit length parame-

terss R = 2 Qm™', L = 80 nHm™!, C =

200 pF~m’1, and G =1 puSm™.

(a) What is the characteristic impedance of
the line if loss is ignored?

(b) What is the attenuation constant due to
conductor loss?

(c) What is the attenuation constant due to
dielectric loss?
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7. A lossless transmission line has the following
per unit length parameters: L = 80 nHm™?,
C = 200 pF-m™". Consider a traveling wave
on the transmission line with a frequency of

1 GHz.

(a) What is the attenuation constant?
(b) What is the phase constant?
(c) What is the phase velocity?

(d) What is the characteristic impedance of
the line?

(e) Now consider that the dielectric is re-
placed by a dielectric with &, = 1 (or air).
The capacitance per unit length of the line
is now C'(air) = 50 pF-m~'. What is the ef-
fective relative dielectric constant of the
line?

8. The resonator below is constructed from a
3.0 cm length of 100 © air-filled coaxial line,
shorted at one end and terminated with a ca-
pacitor at the other end.

10 kQ

(a) What is the lowest resonant frequency of
this circuit without the capacitor (ignore
the 10 k<2 resistor)?

(b) What is the capacitor value to achieve the
lowest-order resonance at 6.0 GHz (ig-
nore the 10 k{2 resistor)?

(c) Assume that loss is introduced by plac-
ing a 10 k<2 resistor in parallel with the
capacitor. What is the @ of the circuit?

(d) Approximately what is the bandwidth of
the circuit?

9. A transmission line has an attenuation
of 0.2 dB/cm and a phase constant of
50 radians-m ! at 1 GHz.

(a) What is the complex propagation con-
stant of the transmission line?

(b) If the capacitance of the line is 100
pF-m~! and the conductive loss is zero

(i.e., G = 0), what is the complex char-
acteristic impedance of the line?

(c) If the line is driven by a source mod-
eled as an ideal voltage and a series
impedance, what is the impedance of the
source for maximum transfer of power to
the transmission line?

(d) If1 Wisdelivered to the transmission line
by the generator, what is the power in the
forward-traveling wave on the line at 2 m
from the generator?

10. A transmission line is driven by a 1 GHz
generator having a Thevenin equivalent
impedance of 50 2. The transmission line is
lossless, has a characteristic impedance of 75
Q, and is infinitely long. The maximum power
that can be delivered to a load attached to the
generator is 2 W.

(a) What is the total (phasor) voltage at the
input to the transmission line? Calcu-
late the forward-traveling voltage wave
(at the generator end of the transmission
line)?

(b) What is the magnitude of the forward-
traveling voltage wave at the generator
side of the line?

(c) What is the magnitude of the forward-
traveling current wave at the generator
side of the line?

11. A transmission line has a characteristic
impedance Zp and is terminated in a load with
a reflection coefficient of 0.8/45°. A forward-
traveling voltage wave on the line has a power
of 1 dBm.

(a) How much power is reflected by the
load?
(b) What is the power delivered to the load?
12. A 50 Q transmission line is terminated in a
load that results in a reflection coefficient of
0.5 + 70.5.
(a) What is the load impedance?
(b) What is the VSWR on the line?

(c) What is the input impedance if the line is
one-half wavelength long?
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13.

14.

15.

A transmission line has a characteristic
impedance Zp and is terminated in a load
with a reflection coefficient of 0.8. A forward-
traveling voltage wave on the line has a power
of 1 W.

(a) How much power is reflected by the
load?

(b) What is the power delivered to the load?

Communication filters are often constructed
using several shorted transmission line res-
onators that are coupled by passive elements
such as capacitors. Consider a coaxial line that
is short-circuited at one end. The dielectric
constant filling the coaxial line has a relative
dielectric constant of 64 and the resonator is to
be designed to resonate at a center frequency,
fo, of 800 MHz. [Parallels Example 4.15 on
Page 209]

(a) What is the wavelength in the dielectric-
filled coaxial line?

(b) What is the form of the equivalent circuit
(in terms of inductors and capacitors) of
the quarter-wavelength long resonator if
the coaxial line is lossless?

(c) What is the length of the resonator?

(d) If the diameter of the inner conductor of
the coaxial line is 2 mm and the inside di-
ameter of the outer conductor is 5 mm,
what is the characteristic impedance of
the coaxial line?

(e) Calculate the input admittance of the
dielectric-filled coaxial line at 0.99fy, fo,
and 1.01fo. Determine the numerical
derivative of the line admittance at fo.

(f) Derive the numeric values of the equiv-
alent circuit of the resonator at the reso-
nant frequency and derive the equivalent
circuit of the resonator. Hint: Match the
derivative expression derived in (e) with
the actual derivative derived in Example
4.15.

A load consists of a shunt connection of a ca-
pacitor of 10 pF and a resistor of 25 €2. The load
terminates a lossless 50 € transmission line.
The operating frequency is 1 GHz. [Parallels
Example 4.7 on Page 196]

16.

17.

(a) What is the impedance of the load?

(b) What is the normalized impedance of
the load (normalized to the characteristic
impedance of the line)?

(c) What is the reflection coefficient of the
load?

What is the current reflection coefficient
of the load? (When the term reflection co-
efficient is used without a qualifier it is
assumed to be the voltage reflection coef-
ficient.)

(e) What is the standing wave ratio (SWR)?
(f) What is the current standing wave ratio
(ISWR)? (When SWR is used on its own it
is assumed to refer to the voltage stand-
ing wave ratio [VSWR].)

(d)

The transmission line shown in the Fig-
ure 4-16 consists of a source with Thevenin
impedance Z; = 40 Q and source £ =
5V (peak) connected to a quarter-wavelength
long line of characteristic impedance Zo1 =
50 ©Q, which in turn is connected to an in-
finitely long line of characteristic impedance
Zo2 = 100 Q. The transmission lines are loss-
less. Two reference planes are shown in Fig-
ure 4-16. At reference plane 1 the incident
power is Pr1, the reflected power is Pri, and
the transmitted power is Pri. Pra, Pro, and
(Pr2) are similar quantities at reference plane
2. [Parallels Example 4.9 on Page 198]

(a) Whatis Pr?
(b) What is Pr2?

A transmission line is driven by a 1 GHz gen-
erator with a Thevenin equivalent impedance
of 50 Q. The maximum power that can be
delivered to a load attached to the genera-
tor is 2 W. The generator is connected to a
10 cm long lossless transmission line with a
characteristic impedance of 75 Q. Finally, the
line is terminated in a load that has a com-
plex reflection coefficient (referred to 50 §2) of
0.65 + 70.65. The effective relative permittiv-
ity, €csr, Of the transmission line medium is 2.0,
and the effective relative permeability of the
line is that of free space.
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(a) Calculate the forward-traveling voltage
wave (at the generator end of the trans-
mission line).

(b) What is the load impedance?

(c) What is the wavelength of the forward-
traveling voltage wave?

(d) What is the VSWR on the line?

(e) What is the propagation constant of the
transmission line?

(f) What is the input reflection coefficient (at
the generator end) of the line?

(g) What is the power delivered to the load?

18. A shorted coaxial line is used as a resonator.
The first resonance is determined to be a par-
allel resonance and is at 1.4 GHz, and in a stan-
dard resonator test fixture the unloaded Q is
determined to be 520.

(a) Draw the lumped-element equivalent cir-
cuit of the resonator.

(b) How long is the resonator in terms of
wavelength?

(c) Briefly describe how energy is stored in
the resonator.

(d) Briefly describe the sources of loss in the
resonator.

(e) Now the resonator is used in an actual
application and the 3 dB bandwidth is
found to be 0.4%. What is the external
(sometimes called extrinsic) @, Q., of the
resonator in this application? (First you
will need to determine the loaded Q, i.e.,
Qr.)

19. A transmission line is driven by a gener-
ator with a maximum available power of
23 dBm and a Thevenin equivalent impedance
of 60 €. The transmission line has a charac-
teristic impedance of 25 Q. [Parallels Example
4.13 on Page 208]

(a) What is the Thevenin equivalent genera-
tor voltage?

(b) What is the magnitude of the forward-
traveling voltage wave on the line? As-
sume the line is infinitely long.

(c) What is the power of the forward-
traveling voltage wave?

20. A 50 Q air-filled transmission line is connected
between a 40 GHz source with a Thevenin
equivalent impedance of 50 ©2 and a load. The
SWR on the line is 3.5.

(a) What is the magnitude of the reflection
coefficient, I'7,, at the load.

(b) What is the phase constant, 3, of the line?

(c) If the first minimum of the standing wave
voltage on the transmission line is at a
distance 2 mm from the load, determine
the electrical distance (in degrees) of the
SWR minimum from the load angle of the
T'. at the load.

(d) Determine the angle of I', at the load.

(e) Whatis I'y in magnitude-phase form?

(f) What is I'y, in complex (rectangular)
form?

(g) Determine the load impedance, Zr.

21. Aload has an impedance Z;, = 45 + 575. The
reference system impedance is 100 2.

(a) What is the reflection coefficient?

(b) What is the current reflection coefficient?

(c) What is the SWR?

(d) What is the ISWR?

(e) The power available from a source with
a 100 © Thevenin equivalent impedance
is 1 mW. The source is connected directly
to the load Zr. Calculate the power de-
livered to Zr using the reflection coeffi-
cient?

(f) What is the total power absorbed by the
Thevenin equivalent source impedance?

(g) Discuss the effect of inserting a loss-
less 100 Q2 transmission line between the
source and the load.

22. Aload consists of a resistor of 100 €2 in parallel
with a 5 pF capacitor with an electrical signal
at 2 GHz.

(a) What is the load impedance?
(b) What is the reflection coefficient in a 50 2
reference system?

(c) What is the SWR on a 50 §2 transmission
line connected to the load?
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23.

24.

25.

26.

(d) Develop an analytic formula relating the
reflection coefficient (I'1) in one reference
system (Zo1) to the reflection coefficient
(I'2) in another reference system (Zp2).

(e) Develop an analytic formula relating the
SWR in one reference system (SWR;) to
the SWR (SWR3) in another reference sys-
tem.

(f) Calculate the SWR on a 100 (2 line.

An amplifier is connected to a load by a trans-
mission line matched to the amplifier. If the
SWR on the line is 1.5, what percentage of the
available amplifier power is absorbed by the
load?

The output amplifier of a cellular phone can
tolerate a mismatch characterized by a max-
imum SWR of 2.0. The amplifier is charac-
terized by a Thevenin equivalent circuit with
an impedance of 50 2 and is connected di-
rectly to an antenna characterized by a load
impedance, Z1,. Determine the tolerance lim-
its on Zr, so that the amplifier does not self-
destruct.

A source is connected to a load through a
length of transmission line having a loss of
1.5 dB. The source reflection coefficient (re-
ferred to the transmission line) is 0.2 and the
load reflection coefficient is 0.5.

(a) What is the transmission coefficient?

(b) Draw the bounce diagram using the
transmission and reflection coefficients.
Determine the overall effective transmis-
sion coefficient from the source to the
load. Calculate the power delivered to
the load from a source with an available
power of 600 mW.

The resonator below is constructed from a
3.0 cm length of 100 €2 air-filled coaxial line,
shorted at one end and terminated with a ca-
pacitor at the other end, as shown:

3.0cm

_ =

Zp=100Q

(a) What is the lowest resonant frequency of
this circuit without the capacitor (ignore
the resistor)?

(b) What s the capacitor value to achieve res-
onance at 6.0 GHz?

(c) Assume that loss is introduced by plac-
ing a 10 k€ resistor in parallel with the
capacitor. What is the Q) of the circuit?

(d) What is the bandwidth of the circuit?

27. A load of 100 €2 is to be matched to a trans-

28.

29.

30.

mission line with a characteristic impedance
of 50 Q. Use a quarter-wave transformer. What
is the characteristic impedance of the quarter-
wave transformer?

A shorted coaxial line is used as a resonator.
The first resonator is determined to be a par-
allel resonance and is at 1 GHz.

(a) Draw the lumped-element equivalent cir-
cuit of the resonator.

(b) What is the electrical length of the res-
onator?

(c) What is the impedance looking into the
line at resonance?

(d) If the resonator is A/4 longer, what is the
impedance of the resonator now?

A quarter-wave transformer is to be used to
match a load of 50 €2 to a generator with a
Thevenin equivalent impedance of 75 Q2. What
is the characteristic impedance of the quarter-
wave transformer?

A coaxial transmission line is filled with lossy
material with a relative dielectric constant of
5 — 0.2. If the line was airfilled it would have
a characteristic impedance of 100 2.

(a) What is the characteristic impedance of
the dielectric-filled line?

(b) What is the propagation constant at
500 MHz?

(c) What is the input impedance of the line
if it has an electrical length of 280° and is
terminated in a 35 2 resistor?

(d) What is the input impedance of the line
if it has an electrical length of 280° and is
terminated in an inductor of impedance
135 Q?
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(e) What is the input impedance of the line
if itis 1 km long? Use reasonable approx-
imations. [Hint: Does it matter what the
termination is?]

31. A coaxial line is filled with a very slightly
lossy material with a relative dielectric con-
stant of 5. The line would have a characteristic
impedance of 100 €2 if it was airfilled.

(a) What is the characteristic impedance of
the dielectric-filled line?

(b) What is the propagation constant at 500
MHz? Use the fact that the velocity of an
EM wave in a lossless air-filled line is the
same as that of free-space propagation in
air. That is, the propagation constant is
the same.

(c) What is the input impedance of the line if
it has an electrical length of 90° and it is
terminated in a 35 €2 resistor?

(d) What is the input impedance of the line
if it has an electrical length of 180° and is
terminated in an inductor of impedance
7135 Q2

(e) What is the input impedance of the line
if it is 1 km long? Use reasonable ap-
proximations, remembering that the line
is slightly lossy.

32. The strip of a microstrip has a width of 250 ym
and is fabricated on a lossless substrate that is
500 pum thick and has a relative permittivity of
2.3. [Parallels Example 4.19 on Page 225]

(a) What is the effective relative permittiv-
ity?

(b) What is the characteristic impedance?

(c) What is the propagation constant at
3 GHz ignoring any losses?

(d) If the strip has resistance of 0.5 /cm
and the ground plane resistance can be
ignored, what is the attenuation constant
at 3 GHz?

33. The strip of a symmetrical stripline has a
width of 200 ym and is embedded in a loss-
less medium that is 400 pum thick and has a
relative permittivity of 13, thus the separation,
h, from the strip to each of the ground planes
is 200 pum.

(a) Draw the effective waveguide model of
stripline with magnetic walls and an ef-
fective strip width, weg, which will be ap-
proximately the same as with microstrip.

(b) What is the effective relative permittivity
of the stripline waveguide model?

(c) Whatis weg?

(d) At what frequency will the first trans-
verse resonance occur?

(e) At what frequency will the first higher-
order stripline mode occur?

(f) At what frequency will the first parallel-
plate waveguide mode occur? Do not
consider the mode with no field varia-
tion, as this cannot be excited.

(g) Identify the useful operating frequency
range of the stripline.

34. Design a microstrip line to have a character-
istic impedance of 65 Q at 5 GHz. The mi-
crostrip is to be constructed on a substrate that
is 635 pum thick with a relative dielectric con-
stant of 9.8. Ignore the thickness of the strip.
[Parallels Example 4.21 on Page 231]

(a) What is the width of the line?

(b) What is the effective permittivity of the
line?

35. A load has a reflection coefficient of 0.5 when
referred to 50 Q. If the load is placed at the end
of a transmission line with a 100  character-
istic impedance.

(a) What is the complex ratio of the forward-
traveling wave to the backward-traveling
wave on the 100 €2 line at the load end of
the line?

(b) What is the VSWR on the 100 §2 line?

(c) Now consider that the line has a charac-
teristic impedance of 50 2. If the line has
an electrical length of 45°, what is the re-
flection coefficient calculated at the input
of the line?

(d) What is the VSWR on the 50 2 line?

36. Design a microstrip shorted stub at 10 GHz
with the following characteristics:

e Characteristic impedance of 60 2.
e A substrate with a permittivity of 9.6 and
thickness of 500 pym.
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e Input impedance that is a reactance of
760 Q.

(a) What is the width of the microstrip line?

(b) What is the length of the line in centime-
ters?

(c) What is the effective permittivity of the
line?

(d) If the line is a one-quarter wavelength
longer than that calculated in (b), what
will the input reactance be?

(e) Regardless of your calculations above,
what is the input admittance of a one-
quarter wavelength long shorted stub?

37. Aload has an impedance Z = 75 + 515 2.

(a) What is the load reflection coefficient, I'z,,
if the system impedance is 75 2?

(b) Design a stub at the load that will
make the impedance of the load plus
the stub, call this Z;, purely real; that
is, the reflection coefficient of the effec-
tive load, I'1, has zero phase. Choose a
stub impedance of 75 . (Design spec-
ifications require complete electrical in-
formation such as whether the stub is
open- or short-circuited, and the electri-
cal length of the stub.)

(c) Design a quarter-wave transformer that
will present a matched termination

to a source with a system reference
impedance of 50 Q. (Again the design
must include full electrical specifications
such as the characteristic impedance of
the transmission line and its electrical
length.)

(d) Now convert the electrical specifications
of the design into a physical specifica-
tion. Assuming that the transmission line
technology to be used is a microstrip line
and the substrate medium is fixed with
the following parameters: frequency f =
1 GHz, substrate thickness h = 0.5 mm,
substrate relative dielectric constant ¢, =
10. You must design the widths and
lengths of the stub and the quarter-wave
transformers.

38. Design a microstrip line to have a characteris-
tic impedance of 20 2. The microstrip is to be
constructed on a substrate that is 1 mm thick
with a relative dielectric constant of 12. [Paral-
lels Example 4.21 on Page 231]

(a) What is the width of the line? Ignore the
thickness of the strip and frequency ef-
fects.

(b) What is the effective permittivity of the
line?



CHAPTER 5

Extraordinary Transmission Line
Effects

51 INtroducCtion ... o 245
5.2 Frequency-Dependent Characteristics ........................ 246
5.3 High-Frequency Properties of Microstrip Lines ................ 253
5.4 Multimoding on Transmission Lines .................c.covvveun.. 260
55 Parallel Plate Waveguide ..., 262
5.6 Microstrip Operating Frequency Limitations ................... 267
5.7 Power Losses and Parasitic Effects ........................... 274
5.8 Lines on Semiconductor Substrates ...................ol 275
5.9 SUMIMAIY ettt e 280
510 EXEICISES ..ttt e 280

5.1 Introduction

In the previous chapter, the basic operation of transmission lines was
discussed with a concentration on designing and understanding the
operation of microstrip lines. This chapter focuses on the frequency-
dependent behavior of microstrip lines and on designing the lines so that
undesirable behavior is avoided. The major limitation on the dimensions of
transmission lines is determined by considering when higher-order modes
(field orientations) can exist. Different modes on a transmission line travel
at different velocities. Thus the problem is that if a signal on a line is split
between two modes, then the information sent from one end of the line will
reach the other end in two packets arriving at different times. A combination
of the two modes will be detected and in general the information will be
lost as the two modes combine in an incoherent manner. This multimoding
must be avoided at all costs. The purpose of this chapter is to help you gain
an understanding of frequency-dependent behavior and multimoding on
transmission lines. You will also be able to design the dimensions of lines
to avoid the excitation of higher-order modes, and will be able to debug RF
and microwave circuits that fail to work correctly because of multimoding.
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Figure 5-1 Dispersion of a pulse along a line.

5.2 Frequency-Dependent Characteristics

All interconnects have frequency-dependent behavior. In this section the
origins of frequency-dependent behavior of the microstrip line are examined
because the microstrip line has the most significant frequency-dependence
among interconnects of general interest. Frequency-dependent behavior
other than multimoding often results in dispersion. The effect can be seen
in Figure 5-1 for a pulse traveling along a line. The pulse spreads out as the
different frequency components travel at different speeds. You can imagine
a long line with this problem—successive pulses would start merging and
the signal would become unintelligible.
The most important frequency-dependent effects are

e Changes of material properties (permittivity, permeability, and
conductivity) with frequency (Section 5.2.1)

Current bunching (Section 5.2.3)
Skin effect (Section 5.2.4)

Internal conductor inductance variation (Section 5.2.4)

Dielectric dispersion (Section 5.2.5)

Multimoding (Section 5.4).

While the discussion focuses on microstrip lines, the effects occur with other
planar and nonplanar transmission lines.

5.2.1 Material Dependency

Changes of permittivity, permeability, and conductivity with frequency are
properties of the materials used. Fortunately the materials of interest in
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microwave technology have characteristics that are almost independent
of frequency, at least up to 300 GHz or so. Skin effect, charge bunching,
and internal conductor inductance variation are due to the same physical
phenomenon but have different effects on frequency dependence. The
effects are due to the finite time it takes to transfer information from one
part of a distributed structure to another. No information can travel faster
than the speed of light in the medium. Dielectric dispersion is also related
to the finite time required to transfer information, and the effect results
from changes in the distribution of energy in the different dielectrics of an
inhomogeneous structure. So dielectric dispersion relates to the differences
of the speed of light in different media. As frequency increases it is possible
for field distributions involving looping or variations of the fields to exist.
This is called multimoding.

5.2.2 Frequency-Dependent Charge Distribution

Skin effect, current bunching, and internal conductor inductance are all due
to the necessary delay in transferring EM information from one location to
another. This information cannot travel faster than the speed of light in the
medium. In a dielectric material, the speed of light will be slower than that
in free space by a factor of /z,,, where ¢, is the relative permittivity of the
material. The speed of light in the dielectric is reduced from that in free space
typically by a factor ranging from just over 1 to 300. However, the velocity in
a conductor is extremely low because of high conductivity. In brief, current
bunching is due to changes related to the finite velocity of information
transfer through the dielectric, and skin effect and internal conductor
inductance variation are due to the very slow speed of information transfer
inside a conductor. As frequency increases, only limited information to
rearrange charges can be sent before the polarity of the signal reverses and
information is sent to reverse the charge changes. The charge distribution
on the conductors depends on how fast the signal changes. What occurs is
best described by considering a sinusoidal signal. Both the skin effect and
charge bunching effect on a microstrip line are illustrated in Figure 5-2.

5.2.3 Current Bunching

Consider the charge distribution for a microstrip line shown in the
crosssectional views in Figure 5-2. The microstrip crosssections shown here
are typical of an interconnect on a printed circuit board with the top layer
being solder resist. (For a monolithically integrated circuit, the top cover
is a passivation layer.) The thickness of microstrip is often a significant
fraction of its width, although this is exaggerated in Figure 5-2. The charge
distribution shown in Figure 5-2(a) applies when there is a positive DC
voltage on the strip (the top conductor). In this case there are positive
charges on the top conductor arranged with a fairly uniform distribution.
The individual positive charges (caused by the absence of some balancing
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HIGH-FREQUENCY EFFECT ON CHARGE DISTRIBUTION

5V 5V

I%ﬁ
v

1 GHz 10 GHz

CURRENT BUNCHING ALONE
5V

o
L

1 GHz : 10 GHz

SKIN EFFECT ALONE
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i
R

: 1 GHz 10 GHz
(a) (b) ©

Figure 5-2 Crosssectional view of the charge distribution on an interconnect at different frequencies. The

+ and —

indicate charge concentrations of different polarity and corresponding current densities. There is

no current bunching or skin effect at DC.

electrons exposing positively charged ions) tend to repel each other, but
this has little effect on the charge distribution for practical conductors with
finite conductivity. (If the conductor had zero resistance then these charges
would be confined to the surface of the conductor.) The bottom conductor is
known as the ground plane and there are balancing negative charges, or a
surplus of electrons, so that electric field lines begin on the positive charges
and terminate on the negative charges. The negative charges on the ground
plane are uniformly distributed across the whole of the ground plane. An
important point is that where there are unbalanced, or net, charges there
can be current flow. So the charge distribution at DC, shown in Figure 5-
2(a), indicates that for the top conductor, current would flow uniformly
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(b) (d)
i3

Di :

(a) (c)

(e)

Figure 5-3 Normalized magnitudes of current and charge on an alumina microstrip line at 1 GHz: (a)
normalized scale; (b) longitudinal current, i., on the strip (10-26 A/m); (c) on the ground plane (0-
3.2 A/m); (d) the charge on the strip (80-400 nC/m?); and (e) on the ground plane (0-33 nC/m?). (For

alumina, e = 10.0 and p, = 1.)

distributed throughout the conductors and the return current in the ground
plane would be distributed over the whole of the ground plane.

The charge distribution becomes less uniform as frequency increases
and eventually the signal changes so quickly that information to rearrange
charges on the ground plane is soon (half a period latter) countered by
reverse instructions. Thus the charge distribution depends on how fast the
signal changes. The effects are seen in the higher-frequency views shown in
Figures 5-2(b) and 5-2(c). (The concentration of charges near the surface of
the metal is a separate effect known as the skin effect.) The longitudinal
impact of current or charge bunching alone is illustrated in Figures 5-3,
5-4, and 5-5. These figures present amplitudes of the current and charge
phasors at various frequencies and were calculated using the SONNET
EM simulator. In interpreting these figures, please take into account the
magnitudes of the current and charge distributions as identified in the
captions, as the scales are normalized. An alternative view (or time-domain
view) is the instantaneous snapshot of current and charge shown in Figure
5-6. This situation is not just confined to the transverse plane, and regions
further along the interconnect also send instructions. The net effect is
bunching of charges and hence of current on both the ground plane and
the strip.

5.2.4 Skin Effect and Internal Conductor Inductance

From the previous discussion it was seen that at low frequencies currents
are distributed uniformly throughout a conductor. Thus there are magnetic
fields inside the conductor and hence magnetic energy storage. As a result,
there is internal conductor inductance. Transferring charge to the interior of
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(b) (d)

(a) () (e)

Figure 5-4 Normalized magnitudes of current and charge on an alumina microstrip line at 10 GHz:
(a) normalized scale; (b) longitudinal current, i., on the strip (10-28 A/m); (c) on the ground plane (0-
4.1 A/m); (d) the charge on the strip (114-512 nC/m?); and (e) on the ground plane (0-39 nC/m?).

0

(a)

(b) (d)

(c) (e)

Figure 5-5 Normalized magnitudes of current and charge on an alumina microstrip line at 30 GHz: (a)
normalized scale; (b) longitudinal current, ., on the strip (10-31 A/m); (c) on the ground plane (0-6 A/m);
(d) the charge on the strip (200-575 nC/m?); and (e) on the ground plane (0-68 nC/m?).

conductors is particularly slow, and as the frequency of the signal increases
charges are confined close to the surface of the metal. Another equally
valid interpretation is that time-varying EM fields are not able to penetrate
the conductors as much when the frequency increases. This phenomenon
is known as the skin effect. With fewer internal currents, the internal
conductor inductance reduces and the total inductance of the line drops,
thus the redistribution of the current results in a change of the inductance
with frequency. This is principally because, for the same current, magnetic
energy is stored inside as well as outside the conductors at low frequencies.
As frequency increases, the magnetic field becomes confined almost entirely
to the region outside the conductors and the line inductance asymptotically
reduces to a constant as the internal conductor inductance goes to zero. Only
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Figure 5-6 Normalized instantaneous current and charge distribution on an alumina microstrip line and
ground plane at 30 GHz. Current: (a) normalized scale; (b) magnitude of the longitudinal current, i, on
the microstrip; and (c) on the ground plane. Arrows indicate the direction of current flow. Charge: (d)
scale; (e) microstrip; and (f) ground plane. Signs indicate the polarity of charge.

above a few gigahertz or so can the line inductance be approximated as a
constant for the transverse interconnect dimensions of a micron to several
hundred microns.

Note that the line inductance is not the inductance of the conductor, but
the inductance (per unit length) of the entire transmission line. Inductance is
a measure of the energy stored in a magnetic field. Calculation of inductance
requires a volumetric integral of energy stored in a magnetic field. If there is
no magnetic field in a region then there is no inductance associated with the
region. So as frequency increases and the magnetic field inside the conductor
reduces further from the conductor surface, the internal inductance of the
conductor goes to zero.

The skin effect is characterized by the skin depth, J, which is the distance
at which the electric field, or equivalently the charge density, reduces to 1/e
of its value at the surface. By considering the attenuation constant of fields
in a conductive medium, the skin depth is determined to be

521/\/71"][/1,00'2. (51)

Here f is frequency and o, is the conductivity of the conductor. The
permeability of metals typically used for interconnects (e.g., gold, silver,
copper, and aluminum) is that of free space, .

The skin effect is illustrated in Figure 5-2(b) at 1 GHz. (The reader should
distinguish between skin effect and current bunching.) The situation is
more extreme as the frequency continues to increase (e.g., to 10 GHz) as
in Figure 5-2(c). There are several important consequences of this. On the
top conductor the negative charges are not uniformly distributed with
respect to the depth of penetration into the conductor. Consequently, as
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frequency increases, current flow is mostly concentrated near the surface of
the conductors and the effective crosssectional area of the conductor, as far
as the current is concerned, is less. Thus the resistance of the top conductor
increases. A more dramatic situation exists for the charge distribution in the
ground plane. From the previous discussion of current bunching it was seen
that charge is not uniformly distributed over the whole of the ground plane,
but instead becomes more concentrated under the strip. In addition to this,
charges and current are confined to the skin of the ground conductor so the
frequency-dependent relative change of the resistance of the ground plane
with increasing frequency is greater than for the strip.

The skin effect, and to a lesser extent current bunching, results in
frequency dependence of line resistance, R, with

R(f) = Rpc + Rs(f). (5.2)

Rpc is the resistance of the line at DC and R, is the skin resistance:

Ry(f) = Rocky/f. (5.3)

Here k is a constant, and while Equation (5.3) indicates proportionality to
V/f, this is an approximation and the actual frequency dependence may be
different, but R always increases more slowly than frequency.

5.2.5 Dielectric Dispersion

Dispersion is principally the result of the velocity of the various frequency
components of a signal being different. The electric field lines shift as a result
of the different distributions of charge, with more of the electric energy
being in the dielectric. Thus the effective permittivity of the line increases
with increasing frequency. At high frequencies, the fundamental result of
the field rearrangement is that the capacitance of the line increases, but this
change can be quite small—typically less than 10% over the range of DC
to 100 GHz. (This effect is described by the frequency dependence of the
effective permittivity of the transmission line.) To a lesser extent, dispersion
is also the result of other parameters changing with frequency, such as an
interconnect’s resistance. For an IC where the interconnects can have very
small transverse dimensions (e.g., microns) of digital interconnects, the line
resistance is the most significant source of dispersion. The qualitative effect
of dispersion is the same whether it is related to the resistance (resistance-
induced dispersion) or change in the effective permittivity (dielectric-
inhomogeneity-induced dispersion).

Different interconnect technologies have different dispersion characteris-
tics. For example, with a microstrip line the effective permittivity changes
with frequency as the proportion of the EM energy in the air region to that in
the dielectric region changes. Dispersion is reduced if the fields are localized
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and cannot change orientation with frequency. This is the case with copla-
nar interconnects—in particular, coplanar waveguide (CPW) and coplanar
strip (CPS) lines have lower dispersion characteristics than does microstrip
(for small geometries). The stripline of Figure 4-8(a) also has low dispersion,
as the fields are confined in one medium and the effective permittivity is
just the permittivity of the medium. Thus interconnect choices can have a
significant effect on the integrity of a signal being transmitted.

As discussed earlier, as the frequency is increased, the fields become
more concentrated in the region beneath the strip—where the substrate
permittivity has already resulted in a relatively large electric field
displacement. Since the fields are forced into the dielectric substrate to an
increasing extent as the frequency rises, a frequency-dependent effective
microstrip permittivity, . (f), can be defined. This quantity clearly increases
with frequency and the wave is progressively slowed down. The effective
microstrip permittivity is now

e (f) ={c/ v ()]} (5.4)

Fundamentally the dispersion problem then consists of solving the
transmission line fields for the phase velocity, v,(f). The limits of e.(f)
are readily established; at the low-frequency extreme it reduces to the
static-TEM value ¢, (or £¢(0) or e.(DC)), while as frequency is increased
indefinitely e.(f) approaches the substrate permittivity itself, ¢,. This is
summarized as follows:

as f— 0
g asf— oo

(5.5)

Between these limits ¢, ( f) changes smoothly.

5.3 High-Frequency Properties of Microstrip Lines

Here the high-frequency properties of microstrip lines are discussed and
formulas are presented for effective permittivity, characteristic impedance,
and attenuation loss which incorporate frequency dependence. In the
previous chapter, frequency-dependent dispersion was not incorporated;
those results (or formulas) are called the quasi-static approximation. The
effective dielectric constant at DC (as calculated in the previous chapter)
is denoted £.(0) and the characteristic impedance at DC is Zy(0). These
are also called the quasi-static effective dielectric constant and quasi-
static characteristic impedance. Detailed analysis [51] yields the following
formula for the frequency-dependent effective permittivity of a microstrip
line:

er —€e(0)

AR

(5.6)
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where the corner frequency

o
a — 5.7
J 0.75 + (0.75 — 0.332 £, ™) (w/h) ©7)
47.746 x 106 | £.(0) -1
= tan 'S gy | ——— 5.8
S hy/er —e.(0) { er —ee(0) (5:8)
] mom. mom. < 2.32

"= { 232 mom. > 2.32 (59)

1 -3
mo=1+-—————=+40.32(1+Vw/h 5.10
0 1+ w/h ( / ) .10)

1.4 o4sf/f

—— 10.15—0. A5f/fa <0.

. — 1+1+w/h{015 0.235¢ b, forw/h <0.7 (5.11)

1, for w/h > 0.7

In all the equations given above, SI units are used. The accuracy of the
equations above is within 0.6% for 0.1 <w/h <10, 1 <&, <128, and for
any value of i/ provided that h < A/10.!

5.3.1 Frequency-Dependent Loss

The effect of loss on signal transmission is captured by the attenuation
constant «. There are two primary sources of loss resulting from the
dielectric, captured by the dielectric attenuation constant, «q, and from the
conductor loss, captured in the conductor attenuation constant, «... Thus

a = aq + .. (5.12)

For dielectric loss, Equation (4.78) provides a good estimate for the
attenuation when ¢, is replaced by the frequency-dependent effective
dielectric constant, . (f).

Frequency-dependent conductor loss results from the concentration of
current as frequency increases. For a wide strip of thickness three times
greater than the skin depth,

ac(f) = Ral/) (5.13)

wZo'

For a narrow strip, say w/h < 1, the quasi-static loss equations (Equations
(4.186) to (4.189)) can be used with acceptable accuracy.

1 Note that the free-space wavelength is Ao, the wavelength in the medium is A, and the guide

wavelength is \g.
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Figure 5-7 Dependence of Zy of a microstrip line at 1 GHz for various dielectric
constants and aspect (w/h) ratios.

A third source of loss is radiation loss, «;,, and at the frequencies at which
a transmission line is generally used, is usually smaller than dielectric and
conductor losses. So, in full,

a(f) = ad(f) +ac(f)+04r(f)' (514)
5.3.2 Field Simulations

In this section results are presented for EM simulations of microstrip lines
with a variety of parameters. These simulations were performed using
the SONNET EM simulator. Figure 5-7 presents calculations of Z, for
various aspect ratios (w/h) and substrate permittivities (¢,) when there is
no loss. The key information here is that narrow strips and low-permittivity
substrates have high Z,. Conversely, wide strips and high-permittivity
substrates have low Z,. The dependence of permittivity on aspect ratio is
shown in Figure 5-8, where it can be seen that the effective permittivity,
€e, increases for wide strips. This is because more of the EM field is in the
substrate.

When loss is incorporated, ¢ becomes complex and the imaginary
components indicate loss. Figures 5-9, 5-10, and 5-11 present the frequency
dependence of three microstrip lines with different substrates and aspect
ratios. These simulations took into account finite loss in the conductors and
in the dielectric. In Figure 5-9(a) it can be seen that the effective permittivity,
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Figure 5-8 Dependence of effective relative permittivity . of a microstrip line at
1 GHz for various dielectric constants and aspect ratios (w/h).

€e, increases with frequency as the fields become confined more to the
substrate. Also, the real part of the characteristic impedance is plotted with
respect to frequency. A drop-off in Z; is observed at the low end of the
frequencies as frequency increases. This is due to both reduction of internal
conductor inductances as charges move to the skin of the conductor and
also to greater confinement (the same phenomenon as charge or current
bunching) of the EM fields in the dielectric as frequency increases. It is not
long before the characteristic impedance increases. This effect is not due to
the skin effect and current bunching that were previously described. Rather
it is due to other EM effects that are only captured in EM simulation. It is a
result of spatial variations being developed in the fields (related to the fact
that not all parts of the fields are in instantaneous contact). Figure 5-9(b)
shows the imaginary parts of €. and Zj. These imaginary parts are a result
of loss, primarily loss in the conductors.

5.3.3 Filling Factor, ¢

Defining a filling factor, ¢, provides useful insight into the distribution of
energy in an inhomogeneous transmission line. The effective microstrip
permittivity is

€e=1+ Q(ET - 1)1 (515)



EXTRAORDINARY TRANSMISSION LINE EFFECTS 257

52.0
84/
51.5
gal L 51.0
+50.5
8.0 1
. 1 i
Riee} 00 R(Zy}
78) leos (@
T49.0
761
+48.5
7.4 : . . : . : . . . . 48.0
2 4 8 12 16 20 24 28 32 36 40
FREQUENCY (GHz)
(a)
1 - 1
0.8+ +0.8
06 +0.6
04t +04
027 \\A 1™
]
AL
@f{ Se} 0 1 1 1 | 1 : ; : : : 1 0 0}
( Q)
-02¢ 1-02
-0.4f T-04
-0.6] T-0.6
-0.8] T7-0.8
-1 +oq
FREQUENCY (GHz)
(b)

Figure 5-9 Frequency dependence of the real and imaginary parts of the effective permittivity, e., and
characteristic impedance Zy of a microstrip line on alumina with ,(DC') = 9.9, w = 70 pm, h = 500 pm: (a)
real parts R(); and (b) imaginary parts ().



258

MICROWAVE AND RF DESIGN: A SYSTEMS APPROACH

757

747

9},{83}

6.8 7
6.7 T

6.6 T

6.5

2 4 6 8 1012 14 16 18 20 22 24 26 28 30 32 34 34 36 38 40
FREQUENCY (GHz)
()
FREQUENCY (GHz)

- 90

+ 89

88
87

86
; RAZy}

(®)

0.0

0.00

-0.05¢

-0.10 +

-0.15 ¢

I

-0.25¢

-0.301

-0357

-0.404

-0.20 1

1 234567 8 9 1011121314 15 16 17 18 19 20 21

-0.45

t- 0.5

r-1.0

15 S{Zo}
(€2)

t-2.0

-25

-3.0

(b)

Figure 5-10 Frequency dependence of the effective permittivity, ., and characteristic impedance Zy of a
microstrip line with €,,(DC) =9.9, w = 240 um, h = 635 pm: (a) real parts; and (b) imaginary parts.



EXTRAORDINARY TRANSMISSION LINE EFFECTS 259

8.0 65
7.84 163
764 1 61
747 1 59
7.24
Rie, ) — | 57 RiZo)
7.0¢
15 (Y
6.81
153
6.61
’ 1 51
6.41
6.21 149
6.0' 47

2 4 6 8 12 14 16 18 20 22 24
FREQUENCY (GHz)

(a)
0 0.25
-0.01 1
T 0.2
<——
-0.02 1
T 0.15
g {Se} -0.03 g {ZO}
-0.04 1 Q)
00 1 0.1
-0.05 1
E— 1 0.05
-0.06 1
-0.07 | | | | | | | | | | | 0

2 4 6 8 12 14 16 18 20 22 24
FREQUENCY (GHz)

(b)

Figure 5-11 Frequency dependence of the effective permittivity, €., and characteristic impedance Zy of a
microstrip line with €,.(DC') =9.9, w = h = 635 um: (a) real parts; and (b) imaginary parts.



260

MICROWAVE AND RF DESIGN: A SYSTEMS APPROACH

0.78
0.76
0.74
0.72
0.70
0.68

q 0.66
0.64
0.62
ol 7 .

0.58
0.56 1¥
0.54

00 05 10 15 20 25 30 35 40
w/h

Figure 5-12 Dependence of the ¢ factor of a microstrip line at 1 GHz for various
dielectric constants and aspect (w/h) ratios. (Data obtained using SONNET.)

where ¢ has the bounds
1
3 <¢g<1. (5.16)

The useful aspect of ¢ is that it is almost independent of ¢,. A ¢ factor
of 1 would indicate that all of the fields are in the dielectric region. The
dependence of the ¢ of a microstrip line at 1 GHz for various dielectric
constants and aspect (w/h) ratios is shown in Figure 5-12, thus ¢ is almost
independent of the permittivity of the line. The properties of a microstrip
line, and uniform transmission lines in general, can be described very well
by considering the geometric filling factor, g, and the dielectric permittivity
separately.

5.4 Multimoding on Transmission Lines

Multimoding is a phenomenon that affects the integrity of a signal as it
travels on a transmission line. For transmission lines, multimoding occurs
when there are two or more EM field configurations that can support a
propagating wave. Different field configurations travel at different speeds so
that the information traveling in the two modes will combine incoherently
and, if the energy in the two modes is comparable, it will be impossible to
discern the intended information being sent. It is critical that transmission
line structures be designed to avoid multimoding. The most common
mode on a transmission line is when there is no, or minimum, variation
of the fields in the transverse direction (perpendicular to the direction
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of propagation). There must of course be a variation in the longitudinal
direction or else the wave will not propagate. The transmission structures
of interest here, are those that have conductors to establish boundary
conditions to guide a wave along an intended path. The conductors
are electric walls that confine the fields. The lowest-order mode with
minimum transverse field variations is called the transverse EM mode
(TEM). Higher-order modes occur when the fields can vary. From here
the discussion necessarily invokes EM theory. If you need to do this, see
Appendix D on Page 847, where EM theory is reviewed specifically with
respect to multimoding. One of the important concepts is that electric and
magnetic walls impose boundary conditions to the fields. Electric walls
are conductors, whereas a magnetic wall is formed approximately at the
interface of two regions with different permittivity.

It is the property of EM fields that spatial variations of the fields cannot
occur too quickly. This comes directly from Maxwell’s equations which
relate the spatial derivative (the derivative with respect to distance) of
the electric field to the time derivative of the magnetic field. The same
is true for spatial variation of the magnetic field and time variation of
the electric field. How fast a field varies with time depends on frequency.
How fast an EM field changes spatially, its curl, depends on wavelength
relative to geometry and on boundary conditions. Without electric and
magnetic walls establishing boundary conditions, as in free space, a full
wavelength is required to obtain the lowest-order variation of the fields.
With electric or magnetic walls, a smaller distance will be sufficient. Between
two electric walls one-half wavelength of distance is required. The same
is true for magnetic walls. With one electric wall and one magnetic wall
a quarter-wavelength separation of the walls will support a higher-order
mode. A general rule for avoiding multimoding is that critical transverse
geometries must be kept to under a fraction of a wavelength (say, < /2
or < A\/4). Identification of exactly what the critical geometries are requires
some understanding of EM fields, of Maxwell’s equations, and of boundary
conditions. Appendix D on Page 847 provides a review of Maxwell’s
equations directed at understanding multimoding and the distribution of
fields on transmission lines.

One type of multimoding has already been described. In the previous
chapter it was seen that the signals on a regular transmission line
have two simple solutions that are interpreted as the forward-traveling
and backward-traveling modes. Each mode is a possible solution of the
differential equations describing the signals. The boundary conditions in the
longitudinal direction are established by the source and load impedances,
and so the variation can be any fraction of a wavelength. This section
is concerned with other solutions to the equations describing the fields
on a transmission line structure. In general, the other solutions arise
when the transverse dimensions, such as the distance between the two
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Table 5-1 Properties of the EM fields at electric and magnetic walls.

| [ Efield | H field |

Electric wall Normal | Parallel
Magnetic wall | Parallel | Normal

conductors of a two-conductor transmission line, permits a variation of
the fields. An EM treatment cannot be avoided if spatial modes on a
transmission line are to be described. The dimensions of structures can be
designed to avoid multimoding. Also, multimoding must be understood in
resolving signal integrity problems that manifest themselves when circuits
do not function correctly. The concern is that with multimoding various
components of a signal travel at different velocities and generally combine
at a load incoherently. Multimoding can be easily described mathematically
for transmission line structures with uniform geometries.

The aim in this section is to understand moding and to develop an
intuitive understanding of transmission line design and of microwave
circuits in general. The boundary conditions established at electric and
magnetic walls were derived in Section D.5 on Page 858. The properties
of the EM walls are summarized in Table 5-1. These rules provide a quick
way of understanding multimoding. Circuit structures such as transmission
lines, substrate thicknesses, and related geometries are nearly always chosen
so that only one solution of Maxwell’s equations are possible. In particular,
if the crosssectional dimensions of a transmission line are much less than a
wavelength then it will be impossible for the fields to curl up on themselves
and so perhaps there will be only one or, in some cases, no solutions to
Maxwell’s equations. The simplest illustration of this phenomena, which
also happens to be particularly relevant to planar transmission lines, is
signal propagation on the parallel-plate waveguide, shown in Figure 5-13.
These rules are used in the next section to describe multimoding in parallel-
plate waveguides.

5.5 Parallel-Plate Waveguide

The parallel-plate waveguide shown in Figure 5-13 is the closest regular
structure to planar transmission lines such as microstrip. While the profile is
not the same as a microstrip line, it is as close a structure as is available that
still has a reasonably straightforward field solution that can be developed
analytically. The aim here is to develop an understanding of the origins of
multimoding and develop design guidelines that will enable transmission
line structures to be designed to avoid multimoding. Intuition is essential in
debugging circuits that are not working properly because of multimoding.
The development begins with Maxwell’s equations (Equations (D.1)-
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Figure 5-13 Parallel-plate waveguide: (a) three-dimensional view; and (b)
crosssectional (transverse) view.

(D.4) on Page 848). A further simplification to the equations is to assume
a linear, isotropic, and homogeneous medium, a uniform dielectric, so that
¢ and p are independent of signal level and are independent of the field
direction and of position. Thus

oB
E = — 17
V x o (5.17)
VxH = J+ %—It) (5.18)
V-D = py (5.19)
V-B = 0, (5.20)

where py is the charge density and J is the current density. .J and py will be
zero except at an electric wall. The above equations do not include magnetic
charge or magnetic current density. They do not actually exist and so a
modified form of Maxwell’s equations incorporating these is not necessary
to solve the fields on a structure. They are invoked in Appendix D to draw
an analogy between an electric wall at a conductor and a magnetic wall at
the interface between two regions of different permittivity.

In the lateral direction, the parallel-plate waveguide in Figure 5-13
extends indefinitely, and this is indicated by the broken continuation
of the top and bottom metal planes in Figure 5-13(b). For this regular
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L "=~ ~TITHIT.

(a) (b)
Figure 5-14 Parallel-plate waveguide showing electric, E, and magnetic, H, field
lines: (a) the TEM mode; and (b) the TE mode. The electric (£) and magnetic (H)
field lines are shown with the line thickness indicating field strength. The shading of
the F field lines indicates polarity (+ or —) and the arrows indicate direction (and
also polarity). The z direction is into the page.

structure, and with a few assumptions, the form of Maxwell’s equations
with multidimensional spatial derivatives can be simplified. One approach
to solving differential equations, one that works very well, is to assume
a form of the solution and then test to see if it is a valid solution. The
first solution to be considered is called the TEM mode and corresponds to
the minimum possible variation of the fields and will be the only possible
solution when the interconnect transverse dimensions are small (relative to
a wavelength). Also, it is assumed that the variation in the z direction is
described by the traveling-wave equations. So the only fields of interest here
are E and H in the transverse plane; all that is seen in Figure 5-13(b). If all
the fields are in the zy plane, then it is sufficient to apply just the boundary
conditions that come from the top and bottom ground planes. At first it
appears that there are many possible solutions to the differential equations.
This is simplified by assuming certain variational properties of the E,, E,,
H,, and H, fields and then seeing if these solutions can be supported. The
simplest solution is when there is no variation in the fields and then the only
possible outcome is that £, = 0 = H,. This is the TEM mode indicated in
Figure 5-14(a). At the boundaries, the top and bottom metal planes, there is
a divergence of the electric field, as immediately inside the (ideal) conductor
there is no electric field and immediately outside there is. This divergence is
supported by the surface charge on the ground planes (see Equation (D.3)).

In Figure 5-14(a), the thickness of the lines indicates relative field strength
and there is no variation in field strength in either the electric or magnetic
fields shown. The coefficients of the field components are determined by the
boundary conditions. The trial solution used here has F, =0 = H, and E,
= 0 = H,; that is, the trial solution has the electric field in the y direction
and the magnetic field is in the « direction. Maxwell’s equations (Equations
(5.17)-(5.20)) become

OB, &
E,y = 21
V x B,y ot (5.21)
Vo Hox = 22t g (5.22)

ot
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V-Dyy=p (5.23)
V. B,%x = 0. (5.24)

Expanding the curl, Vx, and div, V-, operators using Equations (D.15) and
(D.16) these become (with D = eF and B = uH)

dE, 0B,i OuH,i

5% 05t OuH (5.25)

gaiz B 81;;.@ P 35;;.1/?3 L3 (5.26)
8@_/}, _ agfy _, (5.27)
8(;?; _ 3/(;1;11 —o (5.28)

These equations describe what happens at each point in space. Equation
(5.25) indicates that if there is a time-varying component of the z-directed B
field then there must be a z-varying component of the £, field component.
This is just part of the wave equation describing a field propagating in the
z direction. Equation (5.26) indicates the same thing, but now the roles of
the electric and magnetic fields are reversed. Equation (5.25) shows that
the y component of the electric field can be constant between the plates,
but at the plates there must be charge on the surface of the conductors
(see Equation (5.27)),to terminate the electric field (as indicated by Equation
(5.27)), as there is no electric field inside the conductors (assuming that they
are perfect conductors for the moment). Since magnetic charges do not exist,
captured by the zero on the right-hand side of Equation (5.28), Equation
(5.28) indicates that the = component of the magnetic field cannot vary in
the x direction (i.e., B, and H, are constant). Thus the assumption behind
the trial solution about the form of this mode is correct. The electric and
magnetic field are uniform in the transverse plane, the zy plane, and the
only variation is in the direction of propagation, the z direction. Thus the
test solution satisfies Maxwell’s equations. This is the TEM mode, as all field
components are in the x and y directions and none are in the z direction.
The TEM mode can be supported at all frequencies in the parallel-plate
waveguide.

Putting Equations (5.25)—(5.28) in phasor form, and considering the source
free region between the plates (so J = 0 and p = 0), these become

)
—6—; = wuH, (5.29)

H,
a@z = jwely (5.30)
oL, =0 (5.31)

oy
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8;; =0 (5.32)

and the solution becomes
8;52” =+*E, (5.33)
a;i”” =~2H, , (5.34)

where v = jw,/ui€ and there is no variation of the E, component of the
electric field in the y direction and no variation of the H, component of the
magnetic field in the z direction.

Another possible set of modes occurs when the electric field is only in
the y direction, but then there must be a variation of the field strength, as
shown in Figure 5-14(b). The full EM development of the fields is given in
Appendix E and here we summarize the results qualitatively. The simplest
variation is when there is a half-sinusoidal spatial variation of the £, field
component. Applying the methodology described above, it is found that
there must be a component of the magnetic field in the z direction to
support this mode. Hence these modes are called Transverse Electric (TE)
modes. (Interchanging the roles of the electric and magnetic fields yields the
Transverse Magnetic (TM) modes where there is an electric field component
in the z direction.) The half-sinusoidal variation still enables the charge to
support the existence of an £, electric field. A key result from our previous
discussion is that there must be enough distance for the field to curl by the
half-sinusoidal spatial variation and this is related to wavelength, A. This
transverse electric mode can only exist when 2 > A/2. When h is smaller
than one-half wavelength, this mode cannot be supported, and is said to be
cut off. Only the TEM mode can be supported all the way down to DC, so
modes other than TEM have a cutoff frequency, f., and a cutoff wavelength,
Ac. The concept of wavenumber k(= 27 /A = w,/ji€) is also used, and for the
lowest TE mode, k. = 27/\. with A\, = 2h. The cutoff wavelength, )., and
the cutoff wavenumber, k., are both related to the dimension below in which
a mode cannot “curl” sufficiently to be self-supporting. In general, for TE
modes, there can be n variations of the electric field, and so we talk about the
nth TE mode, denoted as TE,,, for which k., = nr/h and A, = 2h/n. Also
note that k. = 27/A.. The propagation constant of any mode in a uniform
lossless medium (not just in a parallel-plate waveguide mode) is

8=k — k2 (5.35)

For the TEM mode we have k. = 0. High-order modes are described by their
cutoff wavenumber, k..

Transverse magnetic (TM) modes are similarly described, and again k. =
nm/h for the TM,, mode. A mode can be supported at any frequency above
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the cutoff frequency for the mode. It just cannot be supported at frequencies
below the cutoff frequency, as it is not possible for the fields to vary (or curl)
below cutoff.

5.5.1 Multimoding and Electric and Magnetic Walls

In the above discussion, the parallel-plate waveguide had two electric
walls—the top and bottom metal walls. Without going into much detail,
results will be presented when magnetic walls are introduced. A magnetic
wall can only be approximated, as ideal magnetic conductors do not ex-
ist (since magnetic charges do not exist). Whereas an electric wall appears
as a short circuit, a magnetic wall is an open circuit, so an open-circuited
coaxial line appears to have a transverse magnetic wall at the open circuit.
Maxwell’s equations impose the following boundary conditions:

Electric wall Perpendicular electric field
Tangential magnetic field

Magnetic wall ~ Perpendicular magnetic field
Tangential electric field

The lowest-order modes that can be supported by combinations of electric
and magnetic walls are shown in Figure 5-15. With two electric or two
magnetic walls, a TEM mode (having no field variations in the transverse
plane) can be supported. Of course, there will be variations in the field
components in the direction of propagation. The modes with the simplest
geometric variations in the plane transverse to the direction of propagation
establish the critical wavelength. In Figure 5-15 the distance between the
walls is d. For the case of two like walls (Figures 5-15(a) and 5-15(c)), A = 2h,
as one-half sinusoidal variation is required. With unlike walls (see Figure 5-
15(b)), the varying modes are supported with just one-quarter sinusoidal
variation, and so A\, = 4h.

5.6 Microstrip Operating Frequency Limitations

Different types of higher-order modes can exist with microstrip and the two
maximum operating frequencies of microstrip lines are the (a) the lowest-
order TM mode, and (b) the lowest-order transverse microstrip resonance
mode. In practice, multimoding is a problem when two conditions are met.
First it must be possible for higher-order field variations to exist, and second,
that energy can be effectively coupled into the higher-order mode. Generally
this requires significant discontinuity on the line or that the phase velocities
of two modes coincide. An early discussion said that the phase velocities of
two modes would be different and this would be true when the dielectric
is uniform. However, with a nonhomogeneous line like microstrip there
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Figure 5-15 Lowest-order modes supported with combinations of electric and
magnetic walls.
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can be frequencies where the phase velocities of two modes can coincide.
Since discontinuities are inevitable it is always a good idea to use the
first consideration. As was noted previously, the modal analysis that was
possible with the parallel-plate waveguide cannot be repeated easily for the
microstrip line because of the irregular crosssection, but the phenomena is
very similar. Instead of a TEM mode, there is a quasi-TEM mode and there
are TE and TM modes.

5.6.1 Microstrip Dielectric Mode

A dielectric on a ground plane with an air region (of a wavelength or more
above it) can support a TM mode, generally called a microstrip dielectric
mode, substrate mode, or slab mode. The microstrip dielectric mode is a
problem for narrow microstrip lines. However, only at high frequencies does
it become important. Whether this mode exists in a microstrip environment
depends on whether energy can be coupled from the quasi-TEM mode
(which is always generated) of the microstrip line into the TM dielectric
mode. The critical frequency at which the TM mode becomes important is
when there is significant coupling. Coupling is a problem with a microstrip
line having a narrow strip, as the field orientations of the quasi-TEM
mode and the dielectric mode align. Also, coupling occurs when the phase
velocities of the two modes coincide. A detailed analysis reported in
Edwards and Steer [51, page 143], and Vendelin [74], shows that this occurs
at the first critical frequency,

ctan~1! ()

- V2rhye, — 1 '

So at f.1, in Equation (5.36), the dielectric mode will be generated even if
there is not a discontinuity. If there is a discontinuity, say a split of one
microstrip line into two microstrip lines, multimoding will occur when the
dielectric mode can exist. From Figure 5-15(b), the dielectric slab mode can
be supported when h > \,/4, where ), is the wavelength in the dielectric.
Now A\, = A\o/\/Er = ¢/(f+/Er), so the second critical frequency is

fe1 (5.36)

C
N

The development here assumes that the interface between the dielectric and
air forms a good magnetic wall. With a dielectric having a permittivity of 10,
typical for microwave circuits, the effective value of & would be increased
by up to 10%. However, it is difficult to place an exact value on this.

In summary, f.» is the lowest frequency at which the dielectric mode will
exist if there is a discontinuity, and f.; is the lowest frequency at which the
dielectric mode will exist if there is not a discontinuity.

Je2 = (5.37)
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EXAMPLE 5. 1 Dielectric Mode

The strip of a microstrip has a width of 1 mm and is fabricated on a lossless substrate that is
2.5 mm thick and has a relative permittivity of 9. At what frequency does the substrate (or
slab) mode first occur?

[~—W—]

1

€ =

w +0.4h

Solution:

There are two frequencies that must be considered. One that comes from the dimensions of
the dielectric slab and the other from considerations of matching phase velocities. From
phase velocity consideration, the development behind Equation (5.36), the first critical
frequency is

ctan~! (g,)

- V2nhye, — 1

The first slab mode occurs when a variation of the magnetic or electric field can be
supported between the ground plane and the approximate magnetic wall supported by the
dielectric/free-space interface; that is, when h = % = Xo/(4V/9) = 25mm = )¢ = 3cm.
Thus the second slab mode critical frequency is

fa = 13.9 GHz. (5.38)

fo2 = 10 GHz. (5.39)

Since discontinuities cannot be avoided (you cannot build an interesting circuit with just a
transmission line), feo is the critical frequency to use.

5.6.2 Higher-Order Microstrip Mode

If the crosssectional dimensions of a microstrip line are smaller than a
fraction of a wavelength, then the electric and magnetic field lines will be
as shown in Figure 4-4 on Page 169. These field lines have the minimum
possible spatial variation and the fields are almost entirely confined
to the transverse plane; this mode is called the quasi-TEM microstrip
mode. However, as the frequency of the signal on the line increases it
is possible for these fields to have one-quarter or one-half sinusoidal
variation. Determining the frequency at which this higher-order mode
can be supported requires more involved intuition than is appropriate to
develop here.

The following is a summary of a more complete discussion on Operating
Frequency Limitations in Edwards and Steer [51]. Some variations of the
fields or modes do not look anything like the field orientations shown in
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Figure 4-4. However, the variations that are closest to the quasi-TEM mode
are called higher-order microstrip modes and the one that occurs at the
lowest frequency corresponds to a half-sinusoidal variation of the electric
field between the edge of the strip and the ground plane. This path is
a little longer than the path directly from the strip to the ground plane.
However, for a wide strip, most of the EM energy is between the strip
and the ground plane (both of which are electric walls) with approximate
magnetic walls on the side of the strip. The modes are then similar to the
parallel-plate waveguide modes described in Appendix D on Page 847. The
next highest microstrip mode (or parallel-plate TE mode) occurs when there
can be a half-sinusoidal variation of the electric field between the strip
and the ground plane. This corresponds to Figure 5-15(a). However, for
finite-width strips the first higher-order microstrip mode occurs at a lower
frequency than implied by the parallel-plate waveguide model. In reality,
multimoding occurs at a slightly lower frequency than would be implied
by this model. This is because the microstrip fields are not solely confined
to the dielectric region, and in fact the electric field lines do not follow the
shortest distance between the strip and the ground plane. Thus the fields
along the longer paths to the sides of the strip can vary at a lower frequency
than if we considered only the direct path. With detailed EM modeling and
with experimental support it has been established that the first higher-order
microstrip mode can exist at frequencies greater than [51, page 143]:
C
ingher—Microstrip = WT——l .
This is only an approximate guide, and it is best to use the thinnest substrate

possible. Most EM software programs used to model microstrip and other
planar transmission lines report when higher-order moding can occur.

(5.40)

EXAMPLE 5. 2 Higher-Order Microstrip Mode

The strip of a microstrip has a width of 1 mm and is fabricated on a lossless substrate that
is 2.5 mm thick and has a relative permittivity of 9. At what frequency does the first higher

microstrip mode first propagate?
[+—W —|

1

Er=9

w +0.4h

Solution:

The higher-order microstrip mode occurs when a half-wavelength variation of the electric
field between the strip and the ground plane can be supported. When h = A/2 = \¢/(3-2) =

2.5 mm; that is, the mode will occur when \¢ = 15 mm. So
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Figure 5-16 Approximation of a microstrip line as a waveguide: (a) crosssection of microstrip; and (b)
model with magnetic and electric walls.

fﬁligherfMicrostrip = 20 GHz. (541)

A better estimate of the frequency where the higher-order microstrip mode becomes a
problem is given by Equation (5.40):

fitigher—Microstrip = ¢/(4hver — 1) = 10.6 GHz. (5.42)

So two estimates have been calculated for the frequency at which the first higher-order
microstrip mode can first exist. The estimate in Equation (5.41) is approximate and is based
on a half-wavelength variation of the electric field confined to the direct path between the
strip and the ground plane. Equation (5.42) is more accurate as it considers that on the edge
of the strip the fields follow a longer path to the ground plane. It is the half-wavelength
variation on this longer path that determines if the higher-order microstrip mode will exist.
Thus the more precise determination yields a lower critical frequency.

F—W—|

1 RN

h S "

! = ~. &=
Shorter half wavelength path  Longer half wavel engtrépath
Higher frequency estimate Lower frequency estimate

5.6.3 Transverse Microstrip Resonance

For a wide microstrip line, a transverse resonance mode can exist. This is
the mode that occurs when EM energy bounces between the edges of the
strip with the discontinuity at the strip edges forming a weak boundary.
This is illustrated in Figure 5-16, where the microstrip shown in crosssection
in Figure 5-16(a) is approximated as a rectangular waveguide in Figure 5-
16(b) with magnetic walls on the sides and an extended electrical wall on
the sides of the strip. The transverse resonance mode corresponds to the
lowest-order H field variation between the magnetic walls. At the cutoff
frequency for this transverse-resonant mode the equivalent circuit is a
resonant transmission line of length w + 2d, as shown in Figure 5-17, where
d = 0.2h accounts for the microstrip side fringing. A half-wavelength must
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Figure 5-17 Transverse resonance: standing wave (|Ey|) and equivalent transmis-
sion line of length w + 2d where d = 0.2h.

be supported by the length w + 2d. Therefore the cutoff half-wavelength is

% =w+2d =w+0.4h (5.43)
or c
— 0.4h. 5.44
Shge — w0 (5.44)
Hence ¢
fo— (5.45)

VEr (2w 4 0.8h) '

EXAMPLE 5. 3 Transverse Resonance Mode

The strip of a microstrip has a width of 1 mm and is fabricated on a lossless substrate that is

2.5 mm thick and has a relative permittivity of 9.
—W—|

w +0.4h

(a) At what frequency does the transverse resonance first occur?

(b) What is the operating frequency range of the microstrip line?
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Solution: h =2.5mm, w = 1 mm , A = Xo//Er = Ao/3

(a) The magnetic waveguide model of Figure 5-16 can be used in estimating the frequency
at which this occurs. The frequency at which the first transverse resonance mode
occurs is when there is a full half-wavelength variation of the magnetic field between
the magnetic walls, that is, the first transverse resonance when w+0.4h = A/2 = 2 mm:

Ao

3f2:2mm¢)\0:12mm,

and so
f"’[‘RAN =25 GHz. (546)

(b) All of the critical multimoding frequencies must be considered here and the minimum
taken. The slab mode critical frequencies are f.; (Equation (5.38)) and f.o (Equation
(5.39)); the higher-order mode critical frequency is figh—Microstrip (Equation (5.42));
and the transverse resonance frequency (Equation (5.46)). So the operating frequency
range is DC to 10 GHz.

5.6.4 Summary of Multimoding on Microstrip Transmission
Lines

There are four principal higher-order modes that need to be considered with
microstrip transmission lines.

Mode Critical
frequency
Dielectric (or substrate) mode with no discontinuity | Equation (5.36)
Dielectric (or substrate) mode with discontinuity Equation (5.39)
Higher Order Microstrip Mode Equation (5.42)
Transverse Resonance Mode Equation (5.45)

5.7 Power Losses and Parasitic Effects
Four separate mechanisms lead to power losses in microstrip lines:
(a) Conductor losses
(b) Dissipation in the dielectric of the substrate
(c) Radiation losses
(d) Surface-wave propagation.

The first two items are dissipative effects, whereas radiation losses and
surface-wave propagation are essentially parasitic phenomena. The reader
is directed to Edwards and Steer [51] for an extensive treatment. Here,
summary results are presented.
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Conductor losses greatly exceed dielectric losses for most microstrip
lines fabricated on low-loss substrates. Lines fabricated on low-resistivity
silicon wafers, however, can have high dielectric loss. These wafers are
most commonly used for digital circuits and the interconnect transverse
dimensions are generally very small so that line resistance is very high, and
again, resistive losses dominate.

Radjiation from a microstrip line results from asymmetric structures. In
particular, discontinuities such as abruptly open-circuited microstrip (i.e.,
open ends), steps, and bends will all radiate to a certain extent. Such
discontinuities form essential features of a microwave IC and therefore
radiation cannot be avoided. Efforts must be made to reduce such radiation
and its undesirable effects. In circuits such as filters, amplifiers, etc., this
radiation is an acknowledged nuisance. In most cases, radiation can be
represented as shunt admittances.

Surface waves, trapped just beneath the surface of the substrate dielectric,
will propagate away from microstrip discontinuities as TE and TM modes.
The effect of surface waves can also be treated as shunt conductance.

Various techniques can be used to suppress radiation and surface waves:

(a) Metallic shielding or “screening.”

(b) The introduction of lossy (i.e., absorbent) material near any radiative
discontinuity.

(c) The utilization of compact, planar, inherently enclosed circuits such as
inverted microstrip and stripline.

(d) Reducing the current densities flowing in the outer edges of any metal
sections and concentrate currents toward the center and in the middle
of the microstrip.

(e) Possibly shape the discontinuity in some way to reduce the radiative
efficiency.

5.8 Lines on Semiconductor Substrates

Propagation on transmission line structures fabricated on semiconductor
substrates can have peculiar behavior. The interest in such lines is in relation
to Monolithic Microwave Integrated Circuits (MMICs) using both silicon
(5i) and compound semiconductor technologies (especially GaAs). More
specifically, interconnects on Metal-Oxide-Semiconductor (MOS) or Metal-
Insulator-Semiconductor (MIS) systems, where an insulating layer exists
between the conductor and the semiconductor wafer (see Figure 5-18(a)),
are of particular interest due to their ability to support a “slow-wave.”
These structures find major use in distributed elements on chip at RF. In
particular, a silicon substrate can have a significant impact on microstrip
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Figure 5-18 Transmission lines on silicon semiconductor: (a) silicon-silicon dioxide
sandwich; and (b) bulk view.

z
Axis of wave
propagation

Figure 5-19 Parallel-plate transmission line structure.

propagation that derives from the charge layer formed at the silicon-silicon
dioxide interface. The slow-wave effect is utilized in delay lines, couplers,
and filters. With Schottky contact lines, the effect is used in variable-phase
shifters, voltage-tunable filters, and various other applications.

Now, an intuitive explanation of the propagation characteristics of
microstrip lines of this type can be based on the parallel-plate structure
shown in Figure 5-19. For an exact EM analysis of the slow-wave effect with
silicon substrates see Hasegawa et al. [75]. As well as developing a very
useful approximation for the important situation of transmission lines on a
semiconductor, the treatment below indicates the type of approach that can
be used to analyze unusual structures. In this structure, assume a quasi-TEM
mode of propagation. In other words, the wave propagation parameters
a, B, and Z, can be deduced from electrostatic and magnetostatic solutions
for the per unit length parameters C, G, L, and R.

The analysis begins with a treatment of the classic Maxwell-Wagner
capacitor. Figure 5-20(a) shows the structure of such a capacitor where
there are two different materials between the parallel plates of the capacitor
with different dielectric constants and conductivity. The equivalent circuit is
shown in Figure 5-20(b) with the elements given by

A 1 dy

Ci=¢e1—, R = —

47
d1 01 A (5 )
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Figure 5-20 Structure of the Maxwell-Wagner capacitor: (a) structure; and (b) its
equivalent circuit.

A 1 do
CQ = Egd—27 RQ = O'_QZ (548)
n=RC == (5.49)
01
T2 = RaCo = =3 (5.50)
o2

The admittance of the entire structure at radian frequency w is

1 (1 4+ gwr) (1 + gwTs)

Yiw) = Ry + Ry 1+ gwr (5:51)
Where o Rl’TQ + R27—1 (5 52)
Ri + Ry ‘
Introducing
V) = (7). (553)

the effective complex permittivity, e} = ¢, — je/, can be defined in terms of
Equation (5.51). Using Equations (5.51) and (5.53) yields

, T +mn-T+rnnw?d
pu— —_ . . 4
= Rt B[+ (@] 4 559

Consider now the case when R; goes to infinity (i.e., layer 1 in Figure 5-20
is an insulator). For this case, Equation (5.54) becomes

) 1+ (1+%22) (“3—?)2 (E d). (5.55)

'

e 2 2

(e dg) (52)

It is clear from Equations (5.54) and (5.55) that the effective complex
permittivity has a frequency-dependent component. Consider how this
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varies with a few cases of w. For w = 0 (static value),

d
Eep = sld—l. (5.56)

For the case where w goes to infinity (the optical value), the real part of the
effective permittivity is

’ - £1€2 (dl +d2)

= = 5.57
Ee00 gody + €1do (5:57)

Note also that the value of ¢, ., can be approximately achieved for a large
value of wes /o2 (i.e., low-conductivity substrates can be used to ensure that
the displacement currents dominate). In a similar way, it is clear that ¢
can be achieved by having a small value of wes/oy. Also note that ¢/, ; can
be made very large by making d; much smaller than d. '

EXAMPLE 5. 4 Two-Layer Substrate

Consider the structure in Figure 5-19. Determine the guide wavelength, )\,, and the
wavelength in the insulator, \;, at a frequency of 1 GHz. SiO; is the dielectric, with
permittivity e; = 4eo. The depths d2 and d; of the two dielectrics are do = 250 pum and
dl =0.1 pm.

Solution:

3x10® [ 0.1
A = ——=0.1 =1 A=1 — = . .
1 109 V2 0.15m 5 cm, 5 25O.lcm 3 mm (5.58)

5.8.1 Modes on the MIS (MOS) Line

The previous description of the properties of a Maxwell-Wagner capacitor
leads to a discussion of the possible modes on the MIS (MOS) line. To make
the problem tractable, the transmission line shown in Figure 5-18(a) will be
approximated as having the crosssection shown in Figure 5-21(a).

Dielectric Quasi-TEM Mode

The first possible mode is the dielectric quasi-TEM mode, for which the
sectional equivalent circuit model of Figure 5-21(b) is applicable. In this
mode oy < wey. This implies from our earlier discussion that e/, = ¢/  and
ul, = po. Thus the per unit length parameters are '

d
L= uowl (5.59)
o=V (5.60)



EXTRAORDINARY TRANSMISSION LINE EFFECTS

279

T €1:Ho ;dl

d €2:02:Hg d,

W]
(@)
L L L L
— i ——— I 1
C, G, €17

-—— AX

(b) (©

- AX

(d)

Figure 5-21 Modes on an MOS transmission line: (a) equivalent structure of the MOS line of Figure 5-18;

(b) quasi-TEM mode; (c) skin effect mode; and (d) slow-wave mode.

Oy =V (5.61)
do

= . . 2

Gs = 09 py (5.62)

In SI units these have the units: H/m for L, F/m for C;, F/m for C3, and
S/m for Gs.

Skin-Effect Mode

The second possible mode is the skin-effect mode, for which the sectional
equivalent circuit model of Figure 5-21(c) is applicable. Here, oo < wes is
such that the skin depth 6 = 1/v/7fuoo2 in the semiconductor is much
smaller than ds and

’ ’ I Ho d
= e =—\dy + =
e T Ce0 He d < ! 2)’

Thus
dy w
Ly = 'UOW s O = Sld—l (5.63)
1 /6 1 /6
Ly = How<§) ; Ry = 27T.f#0w<5> - (5.64)

These have the SI units: H/m for L; and Ly, F/m for C4, and Q/m for Rs.
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Slow-Wave Mode

The third possible mode of propagation is the slow-wave mode [76,77], for
which the sectional equivalent circuit model of Figure 5-21(d) is applicable.
This mode occurs when f is not so large and the resistivity is moderate so
that the skin depth, 9§, is larger than (or on the order of) dy. Thus ¢, = 5;0,
but p, = po. Therefore

1 1 1 dy (5.65)
Vy = = —\/ = .
Pl /hoge e Y d

(with STunits of m/s) and A\, = A11/d1/d, where \; is the wavelength in the
insulator.

5.9 Summary

In this chapter, extraordinary transmission line effects were considered.
Multimoding can occur in many forms, but whenever crosssectional
dimensions are large enough compared to a wavelength multimoding
occurs. This sets the upper bound on the frequency of operation of most
transmission line structures. There are also significant frequency-dependent
effects with all transmission lines and arise from a number of sources.
However, most of these effects in transmission lines of two or more
conductors can be understood as resulting from skin effect and charge
bunching. Different transmission line structures have varying degrees of
frequency-dependent properties.

5.10 Exercises

1.

A medium has a relative permittivity of 13
and supports a 5.6 GHz EM signal. By default,
if not specified otherwise, a medium is loss-
less and will have a relative permeability of 1.
[Based on Appendix D.]

(a) Calculate the characteristic impedance of
an EM plane wave.

(b) Calculate the propagation constant of the
medium.

A medium has a dielectric constant of 20.
What is the index of refraction of the medium?
[Based on Appendix D.]

A plane wave in free space is normally inci-
dent on a lossless medium occupying a half
space with a dielectric constant of 12. [Based
on Appendix D. Parallels examples on Pages
866 and 866.]

(a) Calculate the electric field reflection coef-
ficient referred to the interface medium.

(b) What is the magnetic field reflection coef-
ficient?

4. Water, or more specifically tap water or sea

water, has a complex dielectric constant re-
sulting from two effects: conductivity result-
ing from dissolved ions in the water leading to
charge carriers that can conduct current under
the influence of an electric field, and dielectric
loss resulting from rotation or bending of the
water molecules themselves under the influ-
ence of an electric field. The rotation or bend-
ing of the water molecules results in motion
of the water molecules and thus heat. The rel-
ative permittivity is

Ewr = Eiur' - .]EZJT' (566)

and the real and imaginary components are
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Ew0 — Ew00

€ = Ewoo + m (5.67)

" 27 fTw (Ewo — Ewo0) Ti

o = .68
Ew 1+ (2mfrw)? + 2reo ) 68)

where f is frequency, eo = 8.854 x 107'2 F/m
is the absolute permittivity, and w00 = 4.9 is
the high-frequency limit of ¢,- and is known to
be independent of salinity and is also that of
pure deionized water. The other quantities are
Tw, the relaxation time of water; £.,0, the static
relative dielectric constant of water (which for
pure water at 0°C is equal to 87.13); and o, the
ionic conductivity of the water. At 5°C and for
tap water with a salinity of 0.03 (in parts per
thousand by weight) [78,79]

ewo =859, Tw = 14.6 ps, oi = 0.00548 .

[Based on Appendix D.]

(a) Calculate and then plot the real and
imaginary dielectric constant of water
over the frequency range from DC to 40
GHz for tap water at 5°C. You should see
two distinct regions. Identify the part of
the imaginary dielectric constant graph
that results from ionic conductivity and
the part of the graph that relates to dielec-
tric relaxation.

(b) Consider a plane wave propagating in
water. Determine the attenuation con-
stant and the propagation constant of the
wave at 500 MHz.

(c) Consider a plane wave propagating in
water. Determine the attenuation con-
stant and the propagation constant of the
wave at 2.45 GHz.

(d) Consider a plane wave propagating in
water. Determine the attenuation con-
stant and the propagation constant of the
wave at 22 GHz.

(e) Again considering the plane wave in wa-
ter, calculate the loss factor over a dis-
tance of 1 cm at 2.45 GHz. Express your
answer in terms of decibels.

(f) Consider a plane wave making normal
incidence from above into a bucket of tap

water that is 1 m deep so that you do not
need to consider the reflection at the bot-
tom of the bucket. Calculate the reflection
coefficient of the incident plane wave at
2.45 GHz referred to the air immediately
above the surface of the water.

(g) Again considering the situation in (f), but
this time with the plane wave incident
on the air-water interface from the wa-
ter side, calculate the reflection coefficient
of the incident plane wave at 2.45 GHz
referred to the water immediately below
the surface of the water.

(h) If the bucket in (f) and (g) is 0.5 cm deep
you will need to consider the reflection at
the bottom of the bucket. Consider that
the bottom of the bucket is a perfect con-
ductor. Draw the bounce diagram for cal-
culating the reflection of the plane wave
in air. Determine the total reflection coef-
ficient of the plane wave (referred to the
air immediately above the surface of the
water) by using the bounce diagram.

(i) Repeat (h) using the formula for multiple
reflections.

5. The plane wave electric field of a transmitted

radar pulse propagating in free space in the z
direction is given by
Acos (Z£) cos (wot)d —T<t<T7
E(t) =
0 otherwise,
(5.69)
with wo > 7/(27). [Based on Appendix D.]
(a) Sketch E(t) over the interval —1.57 <t <
1.57.
(b) Derive the magnetic field expression, that
is, H(t).
(c) Derive the instantaneous Poynting vec-
tor, S(t).
(d) Determine the total energy density in the
pulse (in units of joules per square meter,

J/m?).

6. Consider a plane EM wave propagating a

medium with a permittivity ¢ and permeabil-
ity p. The complex permittivity measured at
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two frequencies is characterized by the rel-
ative permittivity (¢/eo) of the real R {e/e0}
and imaginary parts S {e/eo} as follows:

Measured relative permittivity:

Frequency | Real | Imaginary
part part
1 GHz 3.8 —0.05
10 GHz 4.0 —0.03

Measured relative permeability:

Frequency Real Imaginary
Part Part
1 GHz 0.999 —0.001
10 GHz 0.998 —0.001

Since there is an imaginary part of the di-
electric constant there could be either dielec-
tric damping or material conductivity, or both.
[Based on Appendix D. Parallels example on
Page 862.]

(a) Determine the dielectric loss tangent at
10 GHz.

(b) Determine the relative dielectric damp-
ing factor at 10 GHz (the part of the per-
mittivity due to dielectric damping).

(c) What is the conductivity of the dielectric
at 10 GHz?

7. Consider a material with a relative permittiv-

ity of 72, a relative permeability of 1, and a
static electric field (F) of 1 kV/m. How much
energy is stored in the F field ina 10 cm? vol-
ume of the material? [Based on Appendix D.
Parallels example on Page 853.]

8. A time-varying electric field in the = direction

has a strength of 1 kV/m and a frequency of
1 GHz. The medium has a relative permittiv-
ity of 70. What is the polarization vector? Ex-
press this vector in the time domain? [Based
on Appendix D. Parallels example on Page
853.]

9. A 4 GHz time-varying EM field is traveling in

the +z direction in Region 1 and is incident
on another material in Region 2, as shown
in the Figure D-8. The permittivity of Region
1is 1 = eo and that of Region 2 is g2 =
(4 — 70.04)e0. For both regions y11 = p2 = po.

10.

11.

12.

13.

[Based on Appendix D. Parallels example on
Page 867.]

(a) What is the characteristic impedance (or
wave impedance) in Region 2?

(b) What is the propagation constant in Re-
gion 1?

A 4 GHz time-varying EM field is traveling
in the +2z direction in Medium 1 and is nor-
mally incident on another material in Region
2, as shown in Figure ??. The boundary be-
tween the two regions is in the z = 0 plane.
The permittivity of Region 1, e1 = eg, and
that of Region 2 is e2 = 4e¢. For both regions,
p1 = p2 = po. The phasor of the forward-
traveling electric field (i.e., the incident field)
is Et = 100 § and the phase is normalized
with respect to z = 0. [Based on Appendix D.
Parallels example on Page 867.]

(a) What is the wave impedance of Region 1?

(b) What is the wave impedance of Region 2?

(c) What is the electric field reflection coeffi-
cient at the boundary?

(d) What is the magnetic field reflection coef-
ficient at the boundary?

(e) What is the electric field transmission co-
efficient at the boundary?

(f) What is the power transmitted into Re-
gion 27

(g) What is the power reflected from the
boundary back into Region 1?

What is the skin depth on a copper microstrip
at 10 GHz? Assume that the conductivity of
the deposited copper forming the strip is half
that of bulk single crystal copper. Use the data
in the table on Page 844.

What is the skin depth on a silver at 1 GHz?
Assume that the conductivity of the fabricated
silver conductor is 75% that of bulk single
crystal silver. Use the data in the table on Page
844.

An inhomogeneous transmission line is fabri-
cated using a medium with a relative permit-
tivity of 10 and has an effective permittivity of
7. What is the fill factor ¢?
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14.

15.

16.

17.

18.

Using Table 5-9 on Page 257, determine the
complex characteristic impedance and com-
plex effective permittivity of a microstrip line
at 12 GHz. The line is fabricated on alumina
with e, (DC) =9.9, w =70 pym, h = 500 pm.

A magnetic wall and an electric wall are 2 cm
apart and are separeted by a lossless material
having an effective permittivity of 10 and an
effective permeability of 23. What is the cut-
off frequency of the lowest-order mode in this
system.

The strip of a microstrip has a width of 600 pm
and is fabricated on a lossless substrate that is
1 mm thick and has a relative permittivity of
10.

(a) Draw the magnetic waveguide model of
the microstrip line. Put dimensions on
your drawing.

(b) Sketch the electric field distribution of the
first transverse resonance mode and cal-
culate the frequency at which the trans-
verse resonance mode occurs.

(c) Sketch the electric field distribution of the
first higher-order microstrip mode and
calculate the frequency at which it occurs.

(d) Sketch the electric field distribution of the
slab mode and calculate the frequency at
which it occurs.

A microstrip line has a width of 352 ym and is
constructed on a substrate that is 500 pm thick
with a relative dielectric constant of 5.6.

(a) Determine the frequency at which trans-
verse resonance would first occur.

(b) When the dielectric is slightly less than
one quarter wavelength in thickness the
dielectric slab mode can be supported.
Some of the fields will appear in the air
region as well as in the dielectric, extend-
ing the effective thickness of the dielec-
tric. Ignoring the fields in the air (so that
we are considering a quarter-wavelength
criterion), at what frequency will the di-
electric slab mode first occur?

The strip of a microstrip has a width of 600 ym
and is fabricated on a lossless substrate that is

635 pm thick and has a relative permittivity of
4.1.

(a) At what frequency will the first trans-
verse resonance occur?

(b) At what frequency will the first higher-
order microstrip mode occur?

(c) Atwhat frequency will the slab mode oc-
cur?

(d) Identify the useful operating frequency
range of the microstrip.

19. The electrical design space for transmission

lines in microstrip designs is determined by
the design project leader to be 20 to 100 2. This
is based on experience with the types of loads
and sources that need to be matched. The pre-
ferred substrate has a thickness of 500 um
and a relative permittivity of 8. What is the
maximum operating frequency range of de-
signs supported by this technology choice.
Ignore frequency dispersion effects (i.e., fre-
quency dependence of effective permittivity
and losses). [Hint: First determine the dimen-
sions of the strip that will provide the required
impedance range and then determine the fre-
quency at which lowest-order multimoding
will occur.]

20. Consider the design of transmission lines in

microstrip technology using a lossless sub-
strate with relative permittivity of 10 and
thickness of 400 ym. You will want to use the
formulas in Section 4.10.2 on Page 223.

(a) What is the maximum characteristic
impedance that can be achieved for a
transmission line fabricated in this tech-
nology?

(b) Plot the characteristic impedance versus
strip width.

(c) From manufacturing tolerance consider-
ations, the minimum strip width that can
be manufactured is 20 um. What is the
maximum characteristic impedance that
can be achieved in practice?

(d) If the operating frequency range is 1 to
10 GHz, determine the maximum width
of the strip from higher-order mode con-
siderations. You must consider the trans-
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verse resonance mode as well as higher-
order microstrip modes.

(e) Identify the electrical design space (i.e.,
the achievable characteristic impedance
range).

(f) Identify the physical design space (i.e.,
the range of acceptable strip widths).

(g) If the electrical design space requires
that transmission line impedances be
achieved within £2 2. What tolerance
must be achieved in the manufacturing
process if the substrate thickness can be
achieved exactly? [Hint: First identify the
critical physical process corner and thus
the critical strip width that is most sus-
ceptible to width variations. Then deter-
mine the tolerance on the strip width
to achieve the allowable characteristic
impedance variation. That is, characteris-
tic impedance is a function of strip width
and height. If the substrate is perfect (no
height variation), then how much can the
strip width vary to keep the impedance
within 2 © of the desired value? You can
solve this graphically using a plot of Zg
versus width or you can iteratively arrive
at the answer by recalculating Zo.]

(h) If the electrical design space requires
that transmission line impedances be
achieved within £2 Q. What tolerance
must be achieved in the manufacturing
process if the substrate thickness toler-
ance is £2 pum? (Assume that the per-
fectly symmetrical stripline property will
be achieved accurately.) If the substrate
is not perfect (the height variation is
+2 pm), then how much can the strip
width vary to keep the impedance within
+2 Q of the desired value? This problem
is directly applicable to real-world pro-
cess/design trade-offs.

21. The strip of a microstrip has a width of 500 m

and is fabricated on a lossless substrate that is
635 pm thick and has a relative permittivity
of 12. [Parallels Examples 5.1, 5.2, and 5.3 on
Pages 270, 271 and 273. ]
(a) At what frequency does the transverse
resonance first occur?

22.

23.

24.

(b) At what frequency does the first higher-
order microstrip mode first propagate?

(c) At what frequency does the substrate (or
slab) mode first occur?

The strip of a microstrip has a width of 250 ym
and is fabricated on a lossless substrate that is
300 pum thick and has a relative permittivity of
15.

(a) At what frequency does the transverse
resonance first occur?

(b) At what frequency does the first higher-
order microstrip mode first propagate?

(c) At what frequency does the substrate (or
slab) mode first occur?

A microstrip line has a strip width of 100 ym
is fabricated on a lossless substrate that is
150 pm thick and has a relative permittivity
of 9.

(a) Draw the microstrip waveguide model
and indicate and calculate the dimen-
sions of the model.

(b) Based only on the microstrip waveguide
model, determine the frequency at which
the first transverse resonance occurs?

(c) Based only on the microstrip waveguide
model, determine the frequency at which
the first higher-order microstrip mode oc-
curs?

(d) At what frequency will the slab mode
occur? For this you cannot use the mi-
crostrip waveguide model.

A microstrip line has a strip width of 100 ym
and is fabricated on a lossless substrate that is
150 pm thick and has a relative permittivity of
9.

(a) Define the properties of a magnetic wall.

(b) Identify two situations where a magnetic
wall can be used in the analysis of a
microstrip line; that is, give two loca-
tions where a magnetic wall approxima-
tion can be used.

(c) Draw the microstrip waveguide model
and indicate and calculate the dimen-
sions of the model.
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25. Consider the design of transmission lines in

symmetrical stripline technology using a loss-
less substrate with relative permittivity of 20
and thickness of 200 pym.

(a) Using qualitative arguments, show that
the maximum characteristic impedance
that can be achieved for a transmission
line fabricated in this technology is 116
Q. The maximum is not actually 116 €2,
but a simple argument will bring you to
this conclusion. Hint: This will occur at
the minimum width possible.

(b) Plot the characteristic impedance versus
substrate width.

(c) From manufacturing tolerance consider-
ations, the minimum strip width that can
be manufactured is 20 um. What is the
maximum characteristic impedance that
can be achieved in practice?

(d) If the operating frequency range is 2 to
18 GHz, determine the maximum width
of the strip from higher-order mode con-
siderations. You must consider the trans-
verse resonance mode, the higher-order
stripline mode, and the slab mode.

(e) Identify the electrical design space (i.e.,
the achievable characteristic impedance
range).

(f) Identify the physical design space (i.e.,
the range of acceptable strip widths).

(g) If the electrical design space requires
that transmission line impedances be
achieved within £2 . What tolerance

26.

27.

must be achieved in the manufacturing
process if the substrate thickness can be
achieved exactly? [Hint: First identify the
critical physical process corner and thus
the critical strip width that is most sus-
ceptible to width variations. Then deter-
mine the tolerance on the strip width
to achieve the allowable characteristic
impedance variation.]

(h) If the electrical design space requires
that transmission line impedances be
achieved within £2 . What tolerance
must be achieved in the manufacturing
process if the substrate thickness toler-
ance is +2 pm. (Assume that the per-
fectly symmetrical stripline property will
be achieved accurately.)

Consider the structure in Figure 5-19. Deter-
mine the guide wavelength, )4, and the wave-
length in the insulator, Ay, at a frequency of 20
GHz. SiO is the dielectric, with permittivity
g1 = 3.9¢0. The depths d> and d: of the two
dielectrics are d2 = 100 ym and d; = 1.0 pm.
[Parallels Examples 5.4, on Page 278.]

Consider a metal-oxide-semiconductor trans-
mission medium as examined in Section 5.8.
The structure in the form of the Maxwell-
Wagner capacitor is shown in Figure 5-20(a)
with d; = 100 pym, di = 500 pm, and rel-
ative permittivities e; = 3.9 and &1 = 13 .
Ignore the finite conductivity. What is the ca-
pacitance model of this structure (see Figure
5-20(b)) and what are the values of the capaci-
tance?
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6.1 Introduction

Analog circuits at frequencies up to a few tens of megahertz are
characterized by admittances, impedances, voltages, and currents. Above
these frequencies it is not possible to measure voltage, current, or impedance
directly. One reason for this is that measurement equipment is separated
from the device by lengths of transmission line that are electrically long
(i.e., at least an appreciable fraction of a wavelength long). It is better to
use quantities such as voltage reflection and transmission coefficients that
can be quite readily measured and are related to power flow. As well, in RF
and microwave circuit design the power of signals and of noise is always of
interest. Thus there is a predisposition to focus on measurement parameters
that are related to the reflection and transmission of power.

Scattering parameters, S parameters, embody the effects of reflection
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Figure 6-1 A two-port network: (a) port voltages; and (b) with transmission lines at the ports.

and transmission. As will be seen, it is easy to convert these to
more familiar network parameters such as admittance and impedance
parameters. In this chapter S parameters will be defined and related to
impedance and admittance parameters, then it will be demonstrated that
the use of S parameters helps in the design and interpretation of RF
circuits. S parameters have become the most important parameters for
RF and microwave engineers and many design methodologies have been
developed around them.

A graphical technique called signal flow graph analysis is introduced for
manipulating S parameter-based models of elements. Finally, polar plots of
S parameters are introduced as well as an annotated form called a Smith
chart. Both are used for displaying and interpreting power flow in circuits.

6.2 Two-Port Networks

Many of the techniques employed in analyzing circuits require that the
voltage at each terminal of a circuit be referenced to a common point
such as ground. In microwave circuits it is generally difficult to do this.
Recall that with transmission lines it is not possible to establish a common
ground point. However, with transmission lines (and circuit elements that
utilize distributed effects) it was seen that for each signal current there is
a signal return current. Thus at radio frequencies, and for circuits that are
distributed, ports are used, as shown in Figure 6-1, which define the voltages
and currents for what is known as a two-port network, or just two-port.! The
network in Figure 6-1(a) has four terminals and two ports. A port voltage is
defined as the voltage difference between a pair of terminals with one of
the terminals in the pair becoming the reference terminal. Port 1 is on the
left of the diagram, where port voltage V; is defined. The current entering
the network at the top terminal of Port 1 is I; and there is an equal current
leaving the reference terminal. This arrangement clearly makes sense when

! Even when the term “two-port” is used on its own the hyphen is used, as it is referring to a

two-port network.
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transmission lines are attached to Ports 1 and 2, as in Figure 6-1(b). With
transmission lines at Ports 1 and 2 there will be traveling-wave voltages,
and at the ports the traveling-wave components add to give the total port
voltage. In dealing with nondistributed circuits it is preferable to use the
total port voltages and currents—V}, I3, Vs, and I», shown in Figure 6-1(a).
However, with distributed elements it is preferable to deal with traveling
voltages and currents—V,",V;~,V,", and V,~, shown in Figure 6-15(b). RF
and microwave design necessarily requires switching between the two
forms.

6.2.1 Reciprocity, Symmetry, Passivity, and Linearity

Reciprocity, symmetry, passivity, and linearity are fundamental properties
of networks. A network is linear if the response, voltages, and currents are
linearly dependent on the drive level, and superposition also applies. So if
the two-port shown in Figure 6-1 is linear, the currents /; and I, are linear
functions of V; and V5. An example of a linear network would be one with
resistors and capacitors. A network with a diode would be an example of a
nonlinear network.

A passive network has no internal sources of power and so a network
with an embedded battery is not a passive network. A more complicated
situation to consider is a class A transistor amplifier where the transistor
is biased so that the response to small input signals is linear. In network
analysis, the network parameters at the bias point are used. These network
parameters are linear, but they are not passive, as the transistor amplifier
is adding power to the small signals. The amplifier converts DC power to
small signal power. If the whole amplifier is considered and the network
parameters include multiple ports (a port is required for the applied DC
bias) then the network parameters would be passive but they would still be
nonlinear. A symmetrical two-port has the same characteristics at each of
the ports. An example of a symmetrical network is a transmission line.

Finally, a reciprocal two-port has a response at Port 2 from an excitation
at Port 1 that is the same as the response at Port 1 to the same excitation at
Port 2. As an example, consider the two-port in Figure 6-1 with V5 = 0. If
the network is reciprocal, the ratio I>/V; will be the same as the ratio Iy /V5
with V; = 0. Most networks with resistors, capacitors, and transmission lines,
for example, are reciprocal. A transistor amplifier is not reciprocal, as gain,
analogous to the ratio I5/V}, is just in one direction (or unidirectional).

6.2.2 Parameters Based on Total Voltage and Current

First, port-based impedance parameters will be considered based on total
port voltages and currents as defined for the two-port in Figure 6-1.
These parameters are also referred to as port impedance parameters or
just impedance parameters when the context is understood to be ports.
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Figure 6-2 Circuit equivalence of the z and y parameters for a reciprocal network:
(a) z parameters; and (b) y parameters

Impedance parameters, or z parameters, are defined as

‘/1 = 211[1 + 21212 (61)
Vo = 20111 + 22215, (6.2)

or in matrix form as
V=17I. (6.3)

The double subscript on a parameter is ordered so that the first refers to
the output and the second refers to the input, so z;; relates the voltage
output at Port i to the current input at Port j. If the network is reciprocal
then z12 = z21, but this simple type of relationship does not apply to all
network parameters. The reciprocal circuit equivalence of the z parameters
is shown in Figure 6-2(a). It will be seen that the z parameters are convenient
parameters to use when an element is in series with one of the ports, as then
the operation required in developing the z parameters of the larger network
is just addition.

Figure 6-3(a) shows the series connection of a two-terminal element with
a two-port designated as network A. The z parameters of network A are

LA ()
Zy, = lz%}ax) Z%,an) ]v (6.4)
21 22
so that
Vi = P+ n (65
Vo = 290401 (6.6)
Now
Vi = 2L +v® 6.7)
= 20 +290 + 291, (6.8)

so the z parameters of the whole network can be written as

7 - {f) 8}+ZA. 6.9)
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Figure 6-3 Connection of a two-terminal to a two-port: (a) series connection; and
(b) parallel or shunt connection.

When an element is in shunt with a two-port, admittance parameters, or y
parameters, are the most convenient to use. These are defined as

L = yuVi+y2le (6.10)
L = yaVi+ynls, (6.11)
or in matrix form as
I=YV. (6.12)
Now, for reciprocity, y12 = y21 and the circuit equivalence of the y

parameters is shown in Figure 6-2(b). Consider the shunt connection of an
element shown in Figure 6-3(b) where the y parameters of network A are

OO EY B
Ya= |1 "G | =24 - (6.13)
Y21 Y22
The port voltages and currents are related as follows
0 =y + 42, (614)
L =y5Vi + 5 Ve (6.15)
Lo=yVi+ 1 (6.16)

= (y+ Vi + o\ D1 6.17)
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Figure 6-4 Series connection of 2 two-port networks.
Thus the y parameters of the whole network are
y - | ¥ Y41y (6.18)
~ 10 0 A ‘

Sometimes it is more convenient to use hybrid parameters, or h
parameters defined by

Vi = huli+hip2Vs (6.19)
Io = holi + hQQVQ, (620)
or in matrix form as
i I
HEE -

These parameters are convenient to use with transistor circuits as they
conveniently describe a voltage-controlled current source which is a simple
model of a transistor.

The choice of which network parameters to use depends on convenience,
but as will be seen throughout this text, some parameters naturally describe
a particular characteristic desired in a design. For example, with Port 1 being
the input port of an amplifier and Port 2 being the output port, ha; describes
the current gain of the amplifier.

6.2.3 Series Connection of Two-Port Networks

A series connection of 2 two-ports is shown in Figure 6-4. An example of
when the series connection occurs is shown in Figure 6-5, which is the
schematic of a transistor amplifier configuration with an inductor in the
source leg. The transistor and the inductor can each be represented as two-
ports so that the circuit of Figure 6-5(a) can be represented as the series
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Figure 6-5 Example of a series connection of two-port networks: (a) an amplifier;
and (b) its components represented as two-port networks.

connection of 2 two-ports, as shown in Figure 6-5(b). In the following, two-
port parameters of the complete circuit are developed using the two-port
parameter descriptions of the component two-ports. The procedure with
any interconnection is to write down the relationships between the voltages
and currents of the constituent networks. Which network parameters to
use requires identification of the arithmetic path requiring the fewest
operations.

Simple algebra relates the various total voltage and current parameters.
From Figure 6-4,

R (6.22)
Y = P = (6.23)
i = v 4vy® (6.24)
o= Y+, (6.25)
and in matrix form this becomes
A A A A B B B B
aEEE R ARE Al
Vy 221" R22 I v, 221 R22 I
(6.26)
or
Vil a4 By| 11
NEER! 6

Thus the impedance matrix of the series connection of two-ports is

Z=17a+7g. (6.28)
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Figure 6-6 Parallel connection of two-port networks.

6.2.4 Parallel Connection of Two-Port Networks

Admittance parameters are most conveniently combined to obtain the
overall parameters of the two-port parallel connection of Figure 6-6. The
total voltage and current are related by

v = vB =y (6.29)
Y o= P = (6.30)
L o= 141 (6.31)
L, = 1$Y+1P (6.32)
and
[ nY ] _ [ wy o || VY 633)
|7 L ol v
l n? ] _ [ vy v || WY (6.34)
" vl v || V7
So the overall y parameter relation is
{ 2 ] — (YA+YE) [ “2 ] (6.35)

Figure 6-7 is an example of subcircuits that can be represented as two-ports
that are then connected in parallel.

6.2.5 Series-Parallel Connection of Two-Port Networks

A similar approach to that in the preceding subsection is followed in
developing the overall network parameters of the series-parallel connection
of two-ports shown in Figure 6-8. Now,
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Figure 6-8 Series-parallel connection of two-ports.

M = 1®=p (6.36)
Y = v =y, (6.37)
w o= vW4+y® (6.38)
L = 1$Y4+r1?, (6.39)
and so, using hybrid parameters,
A A A A) ]
V1<(A>) N l hé‘; hé; Il((A)) (6.40)
1 hat” hap £
B B B B
Mo = 1h i ||t o1
1 har” hay Vs
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Figure 6-9 Cascade of two-port networks.
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Figure 6-10 Two-port network with cascadable voltage and current definitions.

Putting this in compact form:
i I
{ L } = (H4s +Hp) [ V } (6.42)

6.2.6 ABCD Matrix Characterization of Two-Port Networks

ABCD parameters are the best parameters to use when cascading two-
ports, as in Figure 6-9, and when total voltage and current relationships are
required. First, consider Figure 6-10, which puts the voltages and currents
in cascadable form with the input variables in terms of the output variables:

Vo | _|A B Vi
o=le s ]lw] 68
The reciprocity relationship of the ABC'D parameters is not as simple as for
the z and y parameters. To see this, first express ABC D parameters in terms

of z parameters. Note that the current at Port 2 is in the opposite direction
to the usual definition of the two-port current shown in Figure 6-1. So

vV, = W (6.44)
I, = I, (6.45)
W = W (6.46)
L, = -1 (6.47)
Vo = z11ly — 2120 (6.48)
Vi, = zo1l, — z921p. (6.49)

From Equation 6.49,
1
I, = =1+ —W, (6.50)
221

221



MICROWAVE NETWORK ANALYSIS

297

and substituting this into Equation (6.48) yields

V, = 21y 4 <w - m) Iy . (6.51)
221 221

Comparing Equations (6.50) and (6.51) to Equation (6.43) leads to

A 211/ 221 (6.52)
B = A./z (6.53)
C = 1/zn (6.54)
D 222/ 221, (6.55)
where
A, = 211222 — 212201 (6.56)
Rearranging,
211 = A/C
zZ12 = (AD — BC)/C
Z91 = 1/C
22 = DJ/C. (6.57)

Now the reciprocity condition in terms of ABCD parameters can be
determined. For z parameters, zj2 = 221 for reciprocity; that is, from
Equation (6.57), for a reciprocal network,

AD-B 1
AD - BC _ (6.58)

C C
AD — BC 1. (6.59)

That is, for a two-port network to be reciprocal, AD — BC' = 1. The utility of
these parameters is that the ABC'D matrix of the cascade connection of N
two-ports in Figure 6-9 is equal to the product of the ABC'D matrices of the
individual two-ports:

A B - Al Bl A2 Bg o AN BN (6 60)
C D o Ol D1 CQ D2 C(N DN ' '

The ABCD parameters of several two-port networks are given in Table
6-1.
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Table 6-1 ABCD parameters of several two-ports. The transmission line is lossless with a propagation

constant of 3.

Series impedance, z
z

A=1 B=z
f—:}—% C=0 D=1
o——o0
Shunt admittance, y A—1 B-o0
1 y 2 C=y D=1
T ission line, length ¢, Zy = 1/Y;
ransmission line, length ¢, Zo /Yo A = cos (B0) B = 17, sin (30)
1 2 Vo e
C = 3Yosin(B€) D = cos (5Y)

Transformer, ratio n:1
n:l

,

LT

A=n B=0
C=0 D=1/n

Pi network

[y
<
<
w)
<
N

1 2

A=14y2/ys B=1/ys
C=yi+y2+yiy2/ys D=1+uy1/ys

Tee network
z, z,

A=142z/23 B=z1+2+ 212/

@23 021/213 D:1+22/23
Series shorted stub, electrical length 6
o—/lo A=1 B=j3Zytan0
C=0 D=1
oO——O
Series open stub, electrical length 6
o1y A=1 B=—3Z/(tan0)
C=0 D=1

|

Shunt shorted stub, electrical length ¢

At

A=1

B=0
C=-3/(Zotanf) D=1

Shunt open stub, electrical length 0

Al

A=1 B=0
C=gtanf/Zy D=1
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EXAMPLE 6. 1 Lumped Element Model of a Quarter-Wavelength Long Line

Develop the lumped-element model of a quarter-wavelength long transmission line with
impedance Zo.

Solution:

The model is developed by equating ABC'D parameters. From Table 6-1, the ABCD
parameters of a quarter-wavelength long line (with 3¢ = 7 /2) are

A = cos(fl) =0 (6.61)
B = 3Zysin(Bl) = 129 (6.62)
C = 3Yosin(Bl) = 3/Zo (6.63)
D = cos(p¢) = 0. (6.64)

The ABC'D parameters of a Pi network are

A=1+y2/ys3 (6.65)
B=1/ys (6.66)
C=uyi+y2+y1y2/ys (6.67)
D=1+ /ys. (6.68)

Equating Equations (6.62) and (6.66),

ys = 1/(320), (6.69)
and with Equations (6.61), (6.64), (6.65), and (6.68),
Y1 =y2 = —y3 = —1/(9Z0). (6.70)

The lumped equivalent circuit of the quarter-wave transformer is shown in Figure 6-11(a),
and for any impedance inverter is shown in Figure 6-11(b). An alternative lumped-element
model of the inverter is shown in Figure 6-11(c). The lumped-element model of a 50 ©
impedance inverter at 400 MHz is shown in Figure 6-11(b) with L = 19.89 nH and
C = 7.968 pF.

6.3

Scattering Parameters

Direct measurement of the z, y, h, and ABCD parameters requires that
the ports be terminated in either short or open circuits. For active circuits,
such terminations could result in undesired behavior, including oscillation
or destruction. Also, at RF it is difficult to realize a good open or short. Since
RF circuits are designed with close attention to maximum power transfer
conditions, resistive terminations are preferred, as these are closer to the
actual operating conditions, and so the effect of measurement errors will
have less impact than when parameter extraction relies on imperfect opens
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N4 L L

i IIC CII IIC CII

Zo L
LBl 1%y
w 2w
1 1
C=—_ -
|Zo|w |Zo|w

(@) (b) (©
Figure 6-11 Lumped equivalent circuit of a quarter-wavelength long line of
characteristic impedance Zy which is the same as that of an impedance inverter
(of Zy Q): (a) quarter-wavelength long line segment; (b) lumped element equivalent
circuit; and (c) alternative lumped element model.

and shorts. The essence of scattering parameters (or S parameters?) is that
they relate forward- and backward-traveling waves on a transmission line,
thus S parameters are related to power flow. All these are good reasons
for why RF and microwave engineers prefer the use of S parameters. The
discussion of S parameters begins by considering the reflection coefficient,
which is the S parameter of a one-port network.

6.3.1 Reflection Coefficient

The reflection coefficient, I', of a load, such as that shown in Figure 6-12,
can be determined by separately measuring the forward- and backward-
traveling voltages on the transmission line:

V—(z)

r = —. 71
@ = vy (671)
I" at the load is related to the impedance Z;, by
Zr — 2o
ro = ———, 6.72
0 = F ©72)

where Z is the characteristic impedance of the connecting transmission line.
This can also be written as

Yo -V,
L) = ——=,
0 =377,
where Yy = 1/Z, and Y7, = 1/Z;. More completely, I' as defined above is
called the voltage reflection coefficient.

(6.73)

2 For historical reasons a capital “S” is used when referring to S parameters. For most other

network parameters, lowercase is used (e.g., z parameters for impedance parameters).
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— Incident wave
Zo 4 z,
<—  Reflected wave

| \ §

X=-) X=0

Figure 6-12 Transmission line of characteristic impedance Z, and length ¢
terminated in a load of impedance Zr..

vilz

< N
«Q
+
| —————= +

Figure6-13 A Thevenin equivalent source with generator V, and source impedance
Z, terminated in a load Zy.

Consider Figure 6-13, which does not have an explicit transmission line to
separate the forward- and backward-traveling waves. Now the total voltage
across the load is

Zr
V=V—"— 6.74
s (6.74)
and the total current is v
I=—9 . 6.75
T (6.75)

To develop the reflection coefficient, first define equivalent forward- and
backward-traveling waves. This can be done by imagining that between
the generator and the load there is a transmission line of characteristic
impedance Z, and having infinitesimal length. The incident voltage and
current waves (V1 IT) are the voltage and current obtained when the
generator is conjugately matched to the load (i.e., Z;, = Z;). So the equations
of forward-traveling voltage and current become

Zg Zg

+ p— pu— .7
v Ve Zy+ 73 ngR{Zg} (6.76)
1
T=V (6.77)

TIR{Z,}



302

MICROWAVE AND RF DESIGN: A SYSTEMS APPROACH

Now return to considering the actual load, Z;. The reflected voltage and
current (V' —,17) are obtained by calculating the actual voltage and current
at the source using the relationships

V=Vt4+v- (6.78)

and
I=I"T+1I" (6.79)

to determine the backward-traveling components. In Equations (6.78) and
(6.79) the forward-traveling components are those in Equations (6.76) and
(6.77). From Equations (6.76) and (6.74),

Ty + 7
Ve =VHi—=_—%, (6.80)
g
and from Equations (6.78), (6.74), and (6.80),
voovovtov, 2yt (6.81)
g Zg + 7y,
Z,+ 7 7y
= | = : —1|vt 6.82
e 652)
Z:(Zyg+ Z1)
7L -7\ Z,
= Syt =rVyt. 6.84
(ZL + Zg ) Z; ( )
N—— —
PV
Similarly
ZL —Z*\ Z
I =— (=2 )22+t =pl1" 6.85
(ZL + Zg> Z; ( )
PI

I'V is called the voltage reflection coefficient, which is usually denoted as T,
while I'! is the current reflection coefficient. It is clear that 'V = 0 = I'f
when 7, = Z7 and TV = —T' = (Zy — R,)/(ZL+ R;) when Z, is
purely resistive (i.e., when Z, = R,). Generally the reflection coefficients
are defined using a purely resistive Z,. This becomes the reference resistance
which is more commonly referred to as the reference impedance, Zj, or more
correctly as the system impedance.

6.3.2 Two-Port S Parameters

Two-port S parameters are defined in terms of traveling waves on
transmission lines attached to each of the ports of the network as shown
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in Figure 6-1(b). Individual elements are determined by measuring the
forward- and backward-traveling waves with matched loads at the ports.

Determination of Si;: If the output line is matched, Z; = Zj, the load
cannot reflect power and so V," = 0, then

1

Siio= v

(6.86)
V,F=0
By alternately matching the input and output, the remaining three
parameters are determined and so S3; is found as

v
S V—2+ (6.87)
2 lviF=o
The transmission parameters are similarly obtained as
v
Sa1 V—i (6.88)
Llvyt=o0

Sometimes Sy; is called the transmission coefficient, T. In the reverse
direction,
Si2 = V—1+ . (6.89)
Ve Vit =0

The relationships between the two-port S parameters and the common
network parameters are given in Table 6-2.

A reciprocal network has S12 = S2;. If unit power flows into a two-port,
a fraction, |Sll|2, is reflected and a further fraction, |5’21|2, is transmitted
through the network. Fractions less than one can be considered as loss and
the reflected loss is known as return loss (=—201og;, |:S11[). The transmitted
loss is known as the insertion loss (=—20log; |S21).

6.3.3 Evaluation of the Scattering Parameters of an Element

Scattering parameters can be derived analytically for various circuit
configurations and in this section the procedure is illustrated for the shunt
element of Figure 6-14. The aim is to determine S, Si2, S21, and Saz. The
procedure to find Si; is to match Port 2 so that V;r =0, then Sp; is the
reflection coefficient at Port 1:
YO - }/in
S = Yo v (6.90)
where Y, = Y; + Y, since the matched termination at Port 2 (i.e., Y,) shunts
the admittance Y. Thus
g Yo-Yo-Y -V
BTV RY Yo+ Y

(6.91)
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Table 6-2 Two-port S parameter conversion chart. The z, y, and h parameters are normalized to Zy. Z,
Y’, and H' are the actual parameters

| S \ In terms of S |
z Zil = Z11Z() Z{Q = 21220 Zél = 22120 Zég = ZQQZ()
0> = (1 4+ 2z11)(1 + 2z22) — z12221 0s = (1 —S11)(1 — S22) — S12521
S11 = [(z11 — 1)(222 + 1) — 212221]/0- z11 = [(14 S11)(1 — S22) + S12521]/ds

Si2 = 2212/9. 212 = 2512/0s

Sa1 = 2221/9. z21 = 2521 /0s

Sa2 = [(z11 + 1)(z22 — 1) — z12221]/9> 222 = [(1 — S11)(1 4 S22) + S12521]/ds
Y Yi=yu/Zo Yis=vyi2/% Yor =y21/Z0 Yoo = y22/Z0

0y = (L+y11)(1 + y22) — y12y21 0s = (1 4+ S11)(1 + S22) — S12521

S11 = [(1 —y11)(1 + y22) + y12y21] /0y yi1 = [(1 — S11)(1 + Sa22) + S12521]/ds
S12 = —2y12/0y Y12 = —2512/0s

So1 = —2y21/0y y21 = —28521 /s

S22 = [(T+ y11)(1 — y22) + y12y21] /0y y22 = [(1 + S11)(1 — Sa2) + S12521]/ds
h Hiy =huZo His =hi Hj = ha Hjo = ha2/Zo

5h = (1 + hll)(l =+ h22) — h12h21 53 = (1 - 511)(1 + 522) + 512521

S11 = [(h11 — 1)(h22 + 1) — h12h21]/dn
S12 = 2h12/0n

S21 = —2ho1 /0

Sa2 = [(1 4+ h11)(1 — ha2) + hi2h21]/dn

hir = [(1 4 S11)(1 + S22) — S12521]/ds
hi2 = 2512/0s

ho1 = —2521/ds

haz = [(1 = S11)(1 — S22) — S12521]/ds

Figure 6-14 Shunt element in the form of a two-port.

From the symmetry of the two-port:

Ss1 is evaluated by determining the transmitted wave, V, , with the output
line matched so that again an admittance, Yy, is placed at Port 2 and so
V," = 0. After some algebraic manipulation,

Sop = 2Yo /(Y + 2Yp) (6.93)

is obtained. Since this is clearly a reciprocal network, Si2 = S2; and so all
four S parameters are obtained. A similar procedure of selectively applying
matched loads is used to obtain the S parameters of other networks.
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Figure 6-15 N-port network with traveling voltage and current waves.

6.3.4 Scattering Transfer or 7' Parameters

S parameters relate reflected waves to incident waves, thus mixing the
quantities at the input and output ports. However, in dealing with cascaded
networks it is preferable to relate the traveling waves at the input ports to
the output ports. Such parameters are called the scattering transfer (or ©7)
parameters, which for a two-port network are defined by

Vi _ STy 9Tia Vo
[ V'l+ ] - [ ST21 ST22 ‘/27 ) (694)
where
STy ST
ST = [ H 12 } 6.95
ST21 ST22 ( )

The two-port 9T parameters and S parameters are related by
[ STy 5Tha } _ [ (=511822 — 512521/521)  (S11/521) (6.96)
STy ®Ta —(522/521) (1/821) |

Very often the T parameters are called T’ parameters, but there are at least
two forms of T parameters, so it is necessary to be specific. If networks A and
B have parameters °T 4 and T, then the T parameters of the cascaded
network are

ST =T, Tpg. (6.97)

6.4 The N-Port Network

The N-port network is a generalization of a two-port, as you may have
guessed. A network with many ports is shown in Figure 6-15. Again, each
port consists of a pair of terminals, one of which is the reference for voltage.
Each port has equal and opposite currents at the two terminals. The incident
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and reflected voltages at any port can be related to each other using the
voltage scattering parameter matrix relation:

Vvl_ 511 512 - SlN V1+
V27 521 522 A SQN ‘/2+
. = . . . , (6.98)
V]; SNI SN2 R SNN Vl\;r
or in compact form as
V- =SVT. (6.99)
Notice that
Vo
Sy = o . (6.100)

i lviF=ofork#j

In words, Sj; is found by driving Port j with an incident wave of voltage
Vj+ and measuring the reflected wave V, ™ at Port ¢, with all ports other than
j terminated in a matched load. Reflection and transmission coefficients can
also be defined using the above relationship:

e 5;; : reflection coefficient seen looking into Port i

e 5;; : transmission coefficient from j to 1.

6.4.1 Generalized Scattering Parameter Relations

The S parameters used so far have the same reference impedance at each
port. These can be generalized to have different reference impedances
at each port. These are useful if the actual system being considered has
different loading conditions at various ports. Generalized S parameters
are defined in terms of what are called root power waves, which in
turn are defined using forward- and backward-traveling voltage waves.
Consider the N-port network of Figure 6-15, where the nth port has a
reference transmission line of characteristic impedance Zy,,, which can have
infinitesimal length. The transmission line at the nth port serves to separate
the forward- and backward-traveling voltage (V, and V,;") and current (I,
and I,;) waves.

The reference characteristic impedance matrix Z is a diagonal matrix, Z
=diag(Zo1 ... Zon - .. Zon), and the root power waves at the nth port, a,, and
by, are defined by?

an = V.7 [N R{Zpn} and b, =V, /\/R{Zon}, (6.101)

and shown in Figure 6-16. In matrix form

3 The symbol R indicates that the real part is used.



MICROWAVE NETWORK ANALYSIS

307

N-port Network N-port Network
a —Oo__a, a a
b Port1 Port3 =3 [l Zo—Port1 Port3—o=_ 3
1~ 0— —o° 3 1 3
a0 O < Ay~ -
bze Port2 Portn - El“ bzeo— Port2 Porth—o__ g“
2 o—] —o0 n 2 h

(a) (b)

Figure 6-16 N-ports defining the a and b root power waves: (a) two-terminal ports;
and ports on their own.

a=27,'"*Vt =vY)/*Vt, b =2,V =Y}V, (6.102)
vt =12z?a=Y,"%a, V- =Z/*b=Y,"’b, (6.103)

where
a=la;...an...an]",  b=[by...b,...0x]T, (6.104)

V=Vt v vt Ve =LV LV, (6.105)

and the characteristic admittance matrix is Yo = Z; '. It can also be shown
that the power wave parameters can be viewed as

|a| = v/incident power and |b| = y/reflected power . (6.106)

It can also be shown that on each reference line,
V +7Z,1
a— — 1+ Lot (6.107)

2 R{Zo}

V7,1

2/ R{Zo}

Now, generalized S parameters can be formally defined as

and
(6.108)

b = Sa, (6.109)

thus YoV~ = SY/?V+, and so V~ = Y, /2SY./?V+. This reduces to
V~ = SVT when all of the reference transmission lines have the same
characteristic impedance. However, when the ports have different reference
impedances we use SY for voltage scattering parameters and S’ for current
scattering parameters, where V- = SVV+ and I~ = S/I*.

The following conversion relationships can also be derived:

S' = R{Zo} 2SR{Zo}> (6.110)
SV = ZoR{Zo)} 2SR{Zo}2Z: ", (6.111)
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where R{Z,}> = diag{\/R{Zo1}, /R{Zo2}, -, V/R{Zon} }-

Recall that S is in terms of a and b; ST is in terms of I~ and I'; and SV is
in terms of V~ and V* . When port impedances and reference resistances
are real, Equations (6.110) and (6.111) assume the simpler forms

S! — _R,®SRI=-S, 6.112)
SV — R,R,*SRIR: (6.113)
R,R:™'S =8, (6.114)

where Ré = diag{Vv/Ro1,VRo2;-..,VRon} and R,, being the reference
resistance at the nth port. In addition, if the reference resistances at each
port are the same, all the various scattering parameter definitions become
equivalent (i.e.,, SV = —S! = S).

6.4.2 Normalized and Generalized S Parameters

S parameters measured with respect to a common reference resistance are
often referred to as normalized S parameters. In almost all cases measured S
parameters are normalized to 50 €2, as 50 2 cables and components are used
in the measurement system. In other words, Zp1 = Zp2 = ... = Zon = Ro
(= 50 Q). Generalized S parameters can be used to simplify the design
process of devices such as amplifiers because they can be used to include
complex impedances at the transistor terminals. It is often desirable to be
able to convert between measured S parameters (normalized to 50 2) and
generalized S parameters. Let S” be the measured (normalized) S parameter
matrix. The procedure is tedious, but it can be shown that the generalized S
parameters are

S =D s"-r")(U-rs’)"'D, (6.115)

where U is the unit matrix (U = diag(1,1,...,1)) and D is a diagonal matrix
with elements

Dy = [1-T77'(1=Ti)y/1 - (6.116)
Iy = (Zoi — Ro)(Zos + Ro)™* i=1,2,...,N (6.117)

and I' is a diagonal matrix with elements I';. Zy; is the system impedance at
Port i to which the generalized S parameters are to be referred. This result
is used in Section 11.6.1 on Page 629.
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6.4.3 Passivity in Terms of Scattering Parameters

Consider an N-port characterized by its generalized scattering matrix S.
The time-average power dissipated in the N-port is

N
1 2
P o= 3 Z |a;|? — |bi|?) (6.118)
= %(a*Ta ~b*"b), (6.119)
and so )
P = 5a*T(U - s*"'S)a. (6.120)

Above the conjugate, a*, of the matrix a is obtained from a by taking the
complex conjugate of each element. For a passive N-port,

U-S*TS>0 forallrealw, (6.121)
and for a lossless N-port,
U-s*Ts=0 (6.122)
or .
S*=(s") . (6.123)
This can also be written in the summation form as
N
> SkiSi; =Ti; foralli,j. (6.124)

i=1

So S is a unitary matrix if the network is lossless. By examining the S
parameters it can be determined quickly whether a network is lossless, lossy,
or perhaps has gain.

6.4.4 Impedance Matrix Representation

In this section, N-port S parameters are related to N-port z parameters. The
basic relationship of voltage and current at any port using the impedances
is given by the matrix equation

|4 211 212 ... ZIN I
Vo 221 %22 ... 22N 1>

= . , o, (6.125)
VN ZN1 AN2 ... 2NN In

or in compact form as
V =71 (6.126)
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Z is said to be symmetric if Z;; = Zj;. In other words, if the Z matrix
is reciprocal, then Z is symmetric. The z parameters defined here are
more formally called port-based z parameters, as the voltage and current
variables are port quantities.

Relating z and S parameters begins by relating the total voltage and
current at the nth terminal plane to the traveling voltage and current waves.
From Figure 6-15,

Vo=Vi+Vvo (6.127)
Lh=1IF-1I, (6.128)
and in vector form
V = V4V (6.129)
I = It+1 (6.130)
vt o= ZIt (6.131)
Vo o= —ZI, (6.132)
where Z, = diag(Zo1, Zo2, - - ., Zon ). After some algebraic manipulation, the
relationships
SV = [U+ 272z, ' [Z(Z) ' — U] (6.133)
Z=[U+SY)z; " -2, (SV)™Y (6.134)

are obtained.

6.4.5 Admittance Matrix Representation

In this section, N-port S parameters are related to N-port y parameters. The
relationship of the current and voltage at any port through the admittances
is

5 Yy Y12 --- YIN Vi
I Y21 Y22 ... Y2N Vs
S . : e (6.135)
In YN1 YN2 ... YNN WN
or in compact form the port-based y parameters are
I=YV. (6.136)

Again, Y is symmetric for a reciprocal network.

Using a similar approach to that in the previous subsection, the relation-
ship between S and y parameters can be developed. The development will
be done slightly differently and this development is applicable to general-
ized scattering parameters. First, consider the relationship of the total port
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voltage V.=[V;...V,,... Vx|V and current I = [I; ... I, ... Iy]T to forward
and backward voltage and current waves:

V=V '+V  and I=I"+1", (6.137)
where It = YoVt = Y ?Paand I- = —Y,V- = —Y}/*b. The

development of the relationship between S parameters and other network
parameters is illustrated by considering y parameters defined by

I=YV. (6.138)
Using traveling waves, this becomes
IT+I° = Y(V'+V") (6.139)
Yo(VF = V™) = Y(VF+V) (6.140)
Yo(1-Y,'PSYYH) VT = Y(1+Y,'/PSYYH) VT, (6.141)
and so
Y = Yo(1-Y,'’SY/H(1+Y,PSYY) T (6.142)
Alternatively Equation (6.140) can be rearranged as
Yo+Y)V™ = (Yo-Y)V* (6.143)
Vo = (Yo+Y) Y Yo-Y)VT (6.144)
Y, % = (Yo+Y) H(Yo-Y)Y,?a (6.145)

Comparing this to the definition of S parameters in Equation (6.109) leads
to
S =Y/ (Yo+Y) ' (Yo- Y)Y, /2 (6.146)

For the usual case where all of the reference transmission lines have the
same characteristic impedance Z, = 1/Y}, and so

Y=Y,(1-S)(1+8S)" (6.147)
and
S=(Yo+Y) ' (Yy-Y). (6.148)
6.5 Scattering Parameter Matrices of Common Two-Ports

RF and microwave circuits can generally be represented as interconnected
two-ports, as most RF and microwave circuit designs involve cascaded
functional blocks such as an amplifier, matching networks, a filter, etc.* (see

4 This arrangement tends to maximize bandwidth, minimize losses, and maximize efficiency.
Lower-frequency analog design utilizes more complex arrangements; for example, feedback
high in the circuit hierarchy improves reliability and robustness of design but comes at the
cost of reduced bandwidth and lower power efficiency.
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o— —o
INPUT M, ; M, OUTPUT

o— —o
MATCHING MATCHING
NETWORK NETWORK

Figure 6-17 An amplifier with an active device and input, M;, and output, My,
matching networks. The biasing arrangement is not shown, but usually this is done
with appropriate choice of matching network topology.

(Indicates an open stub) - (Indicates a shorted
¢ stu
ZO ,B 2021 82
L L {41 1o
o 0 0 o ZO4’B4

(@) (b) (©

Figure 6-18 Three forms of matching networks with increasing use of transmission
line sections.

Figure 6-17). Thus there is great interest in various manipulations that can
be performed on two-ports as well as the network parameters of common
two-port circuit topologies. As an example, consider the matching networks
in Figure 6-17. These are used to achieve maximum power transfer in an
amplifier by acting as impedance transformers. Matching networks assume
a variety of forms, as shown in Figure 6-18, and all can be viewed as two-
port networks and a combination of simpler components. In this section,
strategies are presented for developing the S parameters of two-ports.

6.5.1 Transmission Line (Figure 6-19(a))

The traveling waves on a transmission line have a phase that depends on
the electrical length, 6, of the line. The transmission line has a characteristic
impedance, Zy, and length, ¢, which in general is different from the system
reference impedance, here Zy;. Thus

(1 —e29)

S11 =52 = T T2.—%0 (6.149)
1—T?%)e4?

St = Spp = & Je (6.150)

1—T2e20
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Figure 6-19 Two-ports: (a) section of transmission line; and (b) series element in the
form of a two-port.

where 6 = 3¢ and

Zo - Zol

'=—-—.
Zo+Zol

(6.151)

6.5.2 Shunt Element (Figure 6-14)

The S parameters of the shunt element were developed in Section 6.3.3 on
Page 303. In a slightly different form these are

Sll = 522 - -

(6.152)

Si2 = Y= =

T (6.153)

where 7 is the admittance normalized to the system reference admittance
Y, =1/Z,):

y=Y/Y,. (6.154)

6.5.3 Series Element (Figure 6-19(b))

The S parameters of the series element are

z
S o= Sy = 6.155
11 22 (7_’_ 2) ( )
2
Siy = Sy = —o 6.156
12 21 (E‘i‘ 2) ( )

where Z is the normalized impedance given by

z=2/2,. (6.157)
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° A B B
di — [Sj a, a [S] -~ a,
b? -— A > bA bB - B - sz

o 2 "1 L %

Figure 6-20 Two cascaded two-ports.

6.6 Scattering Parameter Two-Port Relationships
6.6.1 Cascaded Two-Port Networks

Many types of scattering parameters can be used to represent two-port
networks. Two two-port networks, A and B, in cascade are shown in
Figure 6-20. Here (A) and (B) are used as superscripts to distinguish the
parameters of each two-port network, but the subscripts A and B are used
for matrix quantities. Since

ol = P and M =al?), (6.158)

it is convenient to put the a and b parameters in cascadable form, leading to
the following two-port representation:

ap IATVAT bo
= , 6.159
[bl] [Tm T22]{G2} ( )
where the T-matrix or chain scattering matrix is

T T
T = . 6.160
[ Toy Too ] ( )

T is very similar to the scattering transfer matrix of Section 6.3.4 on Page
305. The only difference is the ordering of the @ and b components. You will
come across both forms, so be careful that you understand their placements
in the definition. Both forms are used for the same function—cascading two-
port networks. The relationships between T and S are given by

Syt — 55,1 S0 ]
T = A 21 6.161
[ S5'S11 Si2 — 81155, Sa2 ( )
and . .
T Ty Tog =TTy Tho ]
S = H H . (6.162)
{ T S ATRAT
For a two-port network, using Equations (6.158) and (6.159),
(4) (4)
a b
by 5
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and

= Tg . (6.164)
B B
e P
Thus
o %
1 2

For n cascaded two-port networks, Equation (6.165) generalizes to

1
E:
by
and so the T-matrix of the cascaded network is the matrix product of the
T-matrices of the individual two-ports.

ay

b(n)
2 |, (6.166)

6.6.2 Change in Reference Plane

It is often necessary during S parameter measurements of two-port devices
to measure components at a position different from that actually desired.
An example is shown in Figure 6-21(a). From direct measurement the S
parameters are obtained, and thus the T matrix at Planes 1 and 2. However,
Tpur referenced to the Planes 1" and 2’ is required.5 Now,

T = Ty, TpurTy, . (6.167)

and so
Tpur = T,,'TT,,". (6.168)

A section of line with electrical length 6 and port impedances equal to its
characteristic impedance has

—46
s — {ejg ¢ o} (6.169)
and
el? 0
Ty, = [ . 639}. (6.170)

Therefore Equation (6.168) becomes

Tlle—](91+92) T12€_J(01_92) :| , (6171)

TDUT = |: TQIe](Ql—ez) T22e.7(91 +62)

5 Here, DUT stands for Device Under Test and is the common name given to a device being
measured.
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Figure 6-21 Two-port measurement setup: (a) a two-port comprising a Device
Under Test (DUT) and transmission line sections that create a reference plane at
Planes 1 and 2; and (b) representation as cascaded two-port networks.

and converting back to S parameters, the desired S parameters of the DUT
are obtained as

Sy1e? Gpper01t02)

Spur = Gy e(01-402) T (6.172)

6.6.3 Conversion Between S Parameters and ABCD

Parameters

Figure 6-22 can be used to relate the appropriate parameters for the two
views of the network. Assume that the ports are terminated in impedance

Z,, then
Vi A B 1%
nl-le nllE] @17

by S Si2 ay
= . 6.174
[b2} [521 522][@] ( )
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Figure 6-22 Two-port with parameters suitable for defining S and ABCD
parameters.

The S parameters are then expressed as

A+B/Z,~CZ,~ D

Sip = ~ (6.175)
Sia = M (6.176)
A

Sy = 2 (6.177)
21= 7 .

§pp = —A4 B2 —CL D (6.178)

AN
where

A=A+ B)Zy+CZy+ D. (6.179)

The ABCD parameters can be expressed in terms of the S parameters as

Ao (14 S11)(1 — S22) + S12521

6.180
25, ( )
B-2, (1 —+ Sll)(l + SQQ) — 512521 (6181)
259
1 (1 —511)(1 — S22) — S12591

-t = (6.182)
D= (1 - Sll)(l + S22) - 812821. (6183)

2521

6.7 Signal Flow Graph

Signal Flow Graphs (SFGs) are convenient ways to represent systems
of simultaneous linear equations [80,81]. They are particularly useful in
manipulating scattering parameters. Begin by considering representations
of block diagrams before considering their application to S parameter
representations. SFGs can be used in many disciplines but they are
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Figure 6-23 An inductor represented as: (a) a two-terminal element; (b) a block
diagram with input ¢ and output v; and (c) a signal flow graph.

particularly useful with RF and microwave circuits, as most of these circuits
comprise very large numbers of linear components and many useful circuits
are entirely linear.

An SFG graphically represents a linear operation on an input. Consider
the inductor shown in Figure 6-23(a) when the circuit quantities are v and
i, and these are related by the impedance of the inductor sL. The block
diagram representation of this relation is given in Figure 6-23(b), with
a slight simplification obtained by removing the blocks and writing the
operation performed beside a directed edge.® The edge is directed from
the excitation node to the response node as shown in Figure 6-23(c). The
algebraic relationship between v and i is described in the Laplace domain
by the constitutive relation

v=sL, (6.184)

and this is exactly how the SFG of Figure 6-23(c) is interpreted.

A more complicated example is the linearized transistor model shown
in Figure 6-24(a) and represented in block diagram form in Figure 6-24(b).
Figure 6-24(b) is the single block equivalent of the series connection of blocks
in Figure 6-24(c), which in SFG form becomes Figure 6-24(d).

6.7.1 Signal Flow Graph Manipulation

In this section the basic rules for manipulating SFGs are presented and
it will be seen why the SFG is an important concept in working with
RF and microwave circuits. Keep in mind that SFG representations are
used principally in working with S parameters. Think back to when you
first started working with circuits. The great abstraction came about when
the physical world was represented graphically as connections of circuit
elements. Provided that a few simple rules were followed, the graphical
representation, coupled with the human aptitude in recognizing patterns,
resulted in recognition of circuit topologies and the selection of appropriate
solution strategies (e.g., applying the voltage divider rule). When it comes
to working with S parameters and interconnections of multiport networks,
SFGs serve much the same purpose. As well, SFG analysis enables the
development of symbolic expressions. Only a portion of SFG theory is

6 Edges and nodes are quantities in graph theory of which SFG theory is a subset. A branch
connects two nodes. A branch is also called an edge.
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Figure 6-24 A linear transistor model: (a) schematic; (b) block diagram representation; (c) alternative

block diagram representation; (d) signal flow graph; and (e) reduced signal flow graph.

considered here—the aspects relevant to manipulating scattering parameter
descriptions. Balabanian [82], Abrahams and Coverly [83], and Di Stefano et
al. [84] provide a more detailed and general treatment.

Several linear equations are represented in SFG form in Table 6-3. While
every attempt is made to draw SFGs so that they can be read from left to
right with input quantities on the left and output quantities on the right,
this is not always possible or the clearest way to express relationships.
Nevertheless, the convention is generally adhered to as an aid to easy
recognition of patterns just as circuits are laid out from left to right if
possible.

Returning to the SFG of the transistor amplifier model, the SFG of Figure
6-24(d) may be reduced to that shown in Figure 6-24(e), which should be
compared to the equivalent block diagram of Figure 6-24(b).

6.7.2 Signal Flow Graph Representation of Scattering
Parameters

Scattering parameters relate incident and reflected waves:
b = Sa, (6.185)

where a and b are vectors and their ith elements refer to the incident and
reflected waves, respectively. These relationships can be represented by
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Table 6-3 Mathematical relations expressed as signal flow graphs.

(@) X & 1 y | ¥= a1z +azwo
Xzi b
(b) Xl a 1 yl Y1 = ar
; Y, Y2 = ary
(© X 8 & Yy 1 = as(arzy + agxg)
e e L
Port 1 Port 2
| &y S b
] o T
. N S
b S, %

(a) (b)

Figure 6-25 Two-port represented as (a) a two-port network with incident and
reflected waves; and (b) its SFG representation.

SFGs. Consider the two-port in Figure 6-25(a) described by the equations

by = Siia1 + Si2a2 (6.186)
ba Sa1a1 + Sazas, (6.187)

which are represented in SFG form in Figure 6-25(b).

6.7.3 Simplification and Reduction of Signal Flow Graphs

The power of SFG analysis is that an SFG can be formulated by building up
the set of equations describing a network by connecting together the SFGs
of sections. Pattern recognition can be used to identify constraints that can
be reduced and simplified to arrive at a simple relationship between system
input and output.

Addition

Figure 6-26 depicts SFG reduction obtained using addition. Both Figure 6-
26(a) and Figure 6-26(b) denote

Ty = Glml + GQ(EQ. (6188)
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Figure 6-26 Signal flow graph representation of addition.
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Figure 6-27 Cascade reduction of SFG: (a) three cascaded blocks; and (b) reduced

form.
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Figure 6-28 Signal flow graph simplification illustrating the elimination of a
variable.

Multiplication

Consider the three cascaded blocks represented by the SFG of Figure 6-27(a).
Here the output of the first block, x5, is described by z2 = G121. Now x5 is
the input to the second block with output 23 = G2z, and so on. The total
response is obtained by multiplying the individual responses (see Figure
6-27(b)):

Ty = G1G2G3.§C1. (6189)

Commutation

Reduction using multiplication and addition are straightforward. The rules
that govern the simplification of more complicated graphs use the fact that
each graph represents a set of simultaneous equations. Consider the removal
of the mixed node, b3, in Figure 6-28(a). Here

bg = Sglal + 821a2 and b4 = S43b3. (6190)

Node b3 is called a mixed node (being both input and output) and can be
eliminated, so

by = S43531a1 + S4352102, (6.191)
which has the SFG of Figure 6-28(b). In Figure 6-28(b) the node representing
the variable b3 has been eliminated. Thus elimination of a node from an SFG
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Figure 6-29 Signal flow graphs having self loops.

corresponds to the elimination of a variable in the simultaneous equations
which the SFG represents. It is sufficient to recognize the SFG pattern shown
in Figure 6-28(a) and replace it with the SFG of Figure 6-28(b) to achieve SFG
reduction, and there is no need to write down the equation specifically to
eliminate the variable.

Self-loop

Recognizing the self-loop and applying the SFG technique for eliminating
it is the best example yet of identifying patterns and direct application of
SFG reduction strategies. Consider the SFG of Figure 6-29(a), which has a
self-loop. The equations for this graph are

by = Sazas (6.192)
by = So1a1 + Sa3bs (6.193)
az = by (6.194)
az = bs. (6.195)
Thus
b3 = 53252101 + S32523b3, (6.196)

where the variable b, has been eliminated. The graph of Equation (6.196) is
shown in Figure 6-30(a). The loop attached to node b3 is called a self-loop.
Such loops are not particularly convenient and can be removed by writing
Equation (6.196) in the form

_ S21532 "
1— 553532

and the SFG for this equation is shown in Figure 6-30(b). Thus the SFGs
in Figures 6-29 and 6-30 are equivalent. The rule for removing self-loops
follows from the manner in which Figure 6-30(a) was transformed into
Figure 6-30(b). As an example, Figure 6-31(a) becomes Figure 6-31(b) and
this can be reduced to the SFG of Figure 6-30(b).

b (6.197)

Example: Multiple Self-Loops

As a further example, consider the more difficult multiple-loop case shown
in Figure 6-32(a). This may be redrawn as Figure 6-32(b). The two self-loops
may be directly added and then the graph reduces to Figure 6-32(c).
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Figure 6-30 Signal flow graph of (a) a self loop; and (b) with the loop eliminated.
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Figure 6-31 Signal flow graph with (a) an embedded loop; (b) the loop eliminated; and (c) variable

elimination.
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Figure 6-32 Signal flow graph with multiple loops.
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Figure 6-33 Sequence of graphical manipulations in Example 6.2 reducing a
terminated two-port to a reflection only.

EXAMPLE 6. 2 Signal Flow Graph

Draw the SFG of a two-port with a load (at Port 2) having a voltage reflection coefficient of
I'z, and at Port 1 a source reflection coefficient of I's. Keep the S parameters of the two-port
in symbolic form (e.g. , S11, Si2, S21, and Sa2). Using SFG analysis, derive an expression for
the input reflection coefficient looking into the two-port at Port 1.

Solution:

The two-port is shown below with the load attached. The input reflection coefficient is
Iin = b1 /a1 and the properties of the source here has no impact. It is additional information
that is not required.

4 — o—] >
. L r
[in = 1 2 L
n b b2
16 o—

The sequence of SFG manipulations is shown in Figure 6-33 beginning with the SFG in the
top left-hand corner. So the input reflection coefficient is
b1 5215121
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6.7.4 Mason’s Rule

Mason’s rule is a general procedure for reducing SFGs with multiple loops
and has become an essential part of a simple and systematic procedure for
the reduction of SFGs to a single branch. Mason [85] derived the formula
with the aim of developing a general method for the computer analysis of
electrical circuits. First a number of topology definitions must be introduced.

A path begins at one node and traverses a number of successive edges in
the direction of the arrows to arrive at the final node or sink. In SFG anal-
ysis, a path is a forward path, as the successive edges are traversed in the
direction of the arrows. An open path encounters the same node only once,
and a closed path (or a loop) ends on the same node at which it is started.
The product of the transmittances of all edges in a loop is called the loop
transmittance. Two paths, open or closed, are said to be nontouching paths
if they have no nodes in common. Similarly, disjoint loops are loops that
have no nodes in common.

Mason’s rule:

If T represents the overall graph transfer function and Tj
represents the transfer function of the kth forward path from
source to sink, then

1
T = XZ;ﬂAb (6.199)

where A is the determinant of the matrix of coefficients of
the equations represented by the SFG (usually called the
determinant of the graph) and )y, is the determinant of that part
of the graph (subgraph) which does not touch the kth forward
path. The determinant is given by

A= 1= "Pu+Y Pp—Y Ps+..., (6.200)
J J J

where the first summation is the sum of the loop transfer
functions of all the loops in the graph. In the second summation,
the products of the transfer functions of all pairs of nontouching
loops are added. In the third summation, the products of the
transfer functions of disjoint loops taken three at a time are
added, and so on.
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EXAMPLE 6. 3 Application of Mason’s Rule

Use Mason’s rule to reduce the SFG shown in Figure 6-34(a). Here input node a; is the
excitation and the output node by is the response. The transmittance 7" is equal to bs/a;.

Solution:

First consider the determinant of the flow graph. Since all the loops have at least one node
in common, the expression for the determinant reduces to

A=1-) P (6.201)
J

There are three loops identified in Figure 6-34(b) with transmittances A = S21.532513, B =
532543524, C = S21532543514. Thus the sum of the loop transmittances is given by

Z Pj1 = 521532513 + 532543524 + 521532543514 (6.202)
J

and the determinant is given by
A =1— 521532513 — 532543524 — S521.532.543514. (6.203)

This rule works well with the human ability to recognize patterns, in this case loops. There
is only one forward path, identified in Figure 6-34(b), from source, a1, to sink, b4, given by

T1 = S21532543. (6.204)

Since all the loops of the graph have nodes that touch 771, then A\; = 1 and

ZTk)\k = T1A1 = S21532543. (6.205)
k

Thus
ba 521532543

=T= .
ax 1 — 521552513 — S52543524 — 521552543514
This can be represented by a single edge from a; to b4 as shown in Figure 6-34(c).

(6.206)

6.8 Polar Representations of Scattering Parameters

A polar plot is a natural way to present S parameters graphically. For
example, in Section 6.6.2 on Page 315 it was seen that changing the reference
planes of scattering parameters has the effect of rotating the phase of
the S parameter while the amplitude stays constant. In this section, the
representation of S parameters on an annotated polar plot is discussed. The
most complete annotated form is referred to as a Smith chart, introduced
in the late 1930s and refined in the early 1940s [86-89], and is the most
important graphical tool in RF and microwave engineering.
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Figure 6-34 Signal flow graph used in Example 6.3 applying Mason’s rule: (a) SFG; (b) annotation

identifying loops and through-path; and (c) final reduction.

6.8.1 Polar Plot for Reflection Coefficient

Figure 6-35 is used in plotting reflection coefficients and is a polar plot that
has a radius of one. So a reflection coefficient with a magnitude of one is on
the unit circle. The center of the polar plot is zero so the reflection coefficient
of a matched load, which is zero, is plotted at the center of the circle. Plotting
a reflection coefficient on the polar plot enables convenient interpretation
of the properties of a reflection. The graph has additional notation that
enables easy plotting of an S parameter on the graph. Conversely, the
magnitude and phase of an S parameter can be easily read from the graph.
The horizontal label going from 0 to 1 is used with the magnitude. The three
sets of notations arranged on the outer perimeter of the polar plot are used to
read off angle information. All three relate to electrical length. One scale is in
terms of angle and the other two are in terms of wavelength. You will also
notice the additional notation “ANGLE OF REFLECTION COEFFICIENT
IN DEGREES” and the scale relates to the polar plot. The 90° point is just
where one would expect it to be.

The other two scales around the circumference, “WAVELENGTHS
TOWARD LOAD” and “WAVELENGTHS TOWARD GENERATOR,” are
for the electrical length of a transmission line and can be used to rotate the
phase of the reflection and transmission coefficients by the electrical length
of the line. Care is required to move in the correct direction (toward or
away from the load). The notation around the circumference is based on the
concept of a reflection coefficient looking into a transmission line terminated
in a load. The angular change of the reflection coefficient is twice that of the
electrical length of the line. (A generalization for S parameters was given in
Section 6.6.2 on Page 315.)
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Figure 6-35 Polar chart for plotting reflection coefficient.

The nomograph shown in Figure 6-36 has been developed to aid in
interpretation of polar reflection coefficient plots. The nomograph relates the
reflection coefficient (RFL. COEFF), p; the square of the reflection coefficient,
p?; the return loss (RTN. LOSS) (in decibels); the standing wave ratio (SWR);
and the standing wave ratio (in decibels) as 20 log(SWR). When printed
together with the reflection coefficient polar plot (Figures 6-35 and 6-36
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Figure 6-36 Nomograph relating the reflection coefficient (RFL. COEFF), p; the square of the reflection
coefficient, p?; the return loss (RTN. LOSS) (in decibels); the standing wave ratio (SWR); and the standing

wave ratio (in decibels) as 20 log(SWR).

combined) the nomograph is scaled properly, but it is expanded here so that
it can be read more easily. So with the aid of a compass centered at one point
on the zero point of the polar plot and the other at the reflection coefficient,
the magnitude of the reflection coefficient is captured. The compass can then
be brought down to the nomograph to read p, p?, the return loss, and VSWR
directly.

6.8.2 Polar Plot for S Parameters

Figure 6-37 is similar to the reflection coefficient plot of Figure 6-35, but now
there is an additional angle scale for the transmission coefficient. In par-
ticular there are two notations: “ANGLE OF REFLECTION COEFFICIENT
IN DEGREES” and “ANGLE OF TRANSMISSION COEFFICIENT IN DE-
GREES.” There is a factor of two in the ratio of numbers for the two scales.
Recall that an open-circuited line with an electrical length of ¢ degrees has
an input reflection coefficient of 2¢, as the traveling wave must go down the
line a distance of ¢ degrees then reflect (with a reflection coefficient of +1)
and travel back a distance of ¢ degrees. Hence the reflection coefficient has
an angle rotation that is twice the angle rotation of the traveling wave. The
two angle scales on the polar plot differ by a factor of two in an attempt to
capture this effect. Insertion of a line of length ¢ results in a similar rotation
of the reflection and transmission coefficients on the polar plot.

The nomograph shown in Figure 6-38 is similar to the reflection
nomograph developed for the reflection coefficient. Now the quantities
refer to transmission properties. Just as before, a compass reading of a
transmission parameter (say, S21) can be directly interpreted a number of
ways.
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Figure 6-37 Polar plot for plotting reflection and transmission coefficient.

6.9 Smith Chart

The Smith chart’ is also a polar plot of S parameters, but with the addition
of curves relating impedance or admittance to reflection coefficient [86]. The

7 The Smith chart was invented by Phillip Smith (born April 29, 1905, died August 29, 1987)

and presented in close to its current form in 1937. It was described by Smith in several
publications [86-89]. Up until the 1970s nomographs and graphical calculators were popular
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Figure 6-38 Nomograph to be used with transmission parameters relating the magnitude of the
transmission line coefficient (TRANSM. COEFF), T'); the attenuation (ATEN. [dB]); the standing wave
loss coefficient (S.W. LOSS COEFF) to the reflection coefficient (REFL. COEFF, p); the reflection loss (REFL
LOSS [dB]); and the standing wave peak (5.W. PEAK CONST, p).

reflection coefficient, I', is related to a load, Zy,, by

77

_ 4 6.207
Zr+ 2y ( )

where Z; is the system reference impedance. With normalized load
impedance z; = r + yx = Z1,/Zp, this becomes

—1
rortx—-1 (6.208)
T4 Tt

Commonly in network design reactive elements are added either in shunt or
in series to an existing network. If a reactive element is added in series then
the input reactance, z, is changed while the input resistance, r, is constant. So
superimposing the loci of I' (on the S parameter polar plot) with fixed values
of r, but varying values of = (x varying from —oo to o), proves useful, as
will be seen. Also, plotting the loci of I" (with fixed values of z and varying
values of r (r varying from 0 to o) is also useful. The combination of the
reflection/transmission polar plots, the nomographs, and the r and z loci is
called the impedance Smith chart (see Figure 6-39).

engineering tools because there were limited computing tools. Only a few have survived in
electrical engineering usage, with Smith charts being overwhelmingly the most important.
Smith was active in the IRE which became the IEEE in 1947. In 1952 he was elected IEEE
Fellow “for his contributions to the development of antennas and graphical analysis of
transmission line characteristics.” He was secretary-treasurer of the IEEE Antennas and
Propagation Society in 1954. Many resources for the Smith charts are available online with
a search on the term Smith chart.
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Figure 6-39 Impedance Smith chart.

Repeating this concept, but now for admittance parameters so that the
loci superimposed on the Smith chart is for constant conductance and
susceptance ranging from —oo to oo, and for constant susceptance and
conductance ranging from 0 to oo, yields the admittance Smith chart(see
Figure 6-40). The combination of the reflection/transmission polar plots, the
nomographs, and the impedance and admittance Smith charts leads to the
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Figure 6-40 Admittance Smith chart.

combined Smith chart (see Figure 6-41).

In summary, forms of Smith charts used in examples presented in this
book are shown in Figures 6-42 and 6-43. Note that there are 50 Q2 and

normalized versions of the Smith chart. The normalized versions, shown

here, prove more useful. A combined admittance and impedance Smith

chart is shown in Figure 6-44.
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Figure 6-41 Combined impedance and admittance Smith chart.
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Figure 6-43 Normalized admittance Smith chart.
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Figure 6-44 Combined impedance and admittance Smith chart.

EXAMPLE 6. 4 Impedance to Admittance Conversion

Use a Smith chart to convert the impedance z = 1 — 27 to an admittance.

Solution:

The impedance z = 1 — 27 is plotted as Point A in Figure 6-45. To read the admittance off the
lines of constant conductance and constant susceptance must be interpolated from the arcs
and circles provided. The interpolations are shown in the figure, indicating a conductance
of 0.2 and a susceptance of 0.47. Thus

y = 0.2 4 0.4.

(This agrees with the y = 1/z = 1/(1 — 2j) = 0.2 + 0.4 calculation.)

Smith charts are indispensable tools for RF and microwave engineers.
Even with the ready availability of CAD programs, Smith charts are
generally preferred for portraying measured and calculated data because
of the easy interpretation of S parameters. With experience, the properties
of circuits can be inferred. Also, with experience it is an invaluable design
tool enabling the designer to see the beginning and endpoints of a design
and infer the type of circuitry required to go from the start to the end.
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Figure 6-45 Combined impedance and admittance Smith chart.

6.9.1 An Alternative Admittance Chart

In design it is necessary to switch between the admittance and impedance
Smith charts. So it is convenient to use a multicolored combined Smith chart,
as shown in Figure 6-41. It is also possible to annotate an impedance Smith
chart so it can be used to perform admittance-based calculations. Such a
chart is shown in Figure 6-46. At first this seems overly detailed. The key
is that the same chart can be used for both impedance and admittance
calculations. When the impedance form is used, this chart is a polar plot
of an S parameter. If the admittance form is used, the reflection coefficient
is rotated 180°.

6.9.2 Transmission Line Stubs and Smith Charts

Transmission lines and Smith charts are closely related, as a length of
transmission line results in phase rotation of scattering parameters if the
parameters are normalized to the characteristic impedance of the line. Short-
and open-circuited transmission lines are called stubs and are commonly
used to realize impedances at microwave frequencies. Circuit symbols are
used to indicate stubs, as shown in Figure 6-47, with the input impedance of
the stub as written. These symbols are used in circuit diagrams.
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RESISTANCE COMPONENT (R/Zo), OR CONDUCTANCE COMPONENT (G/Yo!

Figure 6-46 Black-magic “poor mans” admittance Smith chart.
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21F ZZ\F

SHORT-CIRCUITED OPEN-CIRCUITED
STUB STUB

Figure 6-47 Circuit symbols for short-circuited and open-circuited stubs.

EXAMPLE 6. 5 Impedance Synthesis

Use a length of a terminated transmission line to realize an impedance of 140 2.

Solution:

The impedance to be synthesized is reactive so the termination must also be lossless. The
simplest termination is with either a short circuit or an open circuit. Both cases will be
considered. Choose a transmission line with a characteristic impedance, Zo, of 100 2 so
that the desired normalized input impedance is 140 Q/Zy = 1.4y.

First, the short-circuit case. In Figure 6-48, consider the path AB. The termination is a
short circuit and the impedance of this load is Point A with a length of £4 = 0 A. The
corresponding reflection coefficient angle from the scale is 4 = 180°. As the line length
increases, the input impedance of the terminated line follows the clockwise path to Point B
where the normalized input impedance is j1.4. At B, the line length, /5, is 0.1515 X and
the corresponding reflection coefficient angle from the scale, 6, is 71.2°. The reflection
coefficient angle and length in terms of wavelengths were read directly off the Smith chart
and care needs to be taken that the right sign and correct scale are used. For example,
there are two angle scales, one corresponding to the reflection coefficient and the other
to the transmission coefficient. A good strategy is to correlate the scales with the easily
remembered properties at the open-circuit and short-circuit points. Here the line length is

0=10p— 04 =0.1515) — OX = 0.1515), (6.209)

and the electrical length is half of the difference in the reflection coefficient angle,
1 1 o o o
0= 3 |0 — 04| = 3 |71.2° — 180°| = 54.4°, (6.210)

corresponding to a length of (54.4°/360°)X = 0.1511\. This is as close as could be expected
from using scales. So the length of the stub with a short-circuit termination is 0.1515\.

For the open-circuited stub, the path begins at impedance infinity pointI" = 41 and rotates
clockwise to Point A (this is a 90° or 0.25\ rotation) before continuing on to Point B. So for
the open-circuited stub,

¢ = 0.1515X\ + 0.25)\ = 0.4015\. (6.211)
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Figure 6-48 Design of a short-circuit stub with a normalized input impedance of j1.4.

6.10 Reflection Coefficient and Change of Reference
Impedance

6.10.1 Introduction

In this section the input reflection coefficient of a terminated transmission
line of characteristic impedance Zy, is referenced to a system impedance
Zo1. The development is based on the properties of the bilinear transform.
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lin Zin—= Zo1 4
n
_—
)

Figure 6-49 Transmission line of characteristic impedance Zy; terminated in a load
with a reflection coefficient I'r..

The generalized bilinear transform of two complex numbers z and w is

_ Az+B

where A4, B, C, and D are constants® which may themselves be complex.
This is of interest in dealing with reflection coefficients where w and z are
reflection coefficients and A, B, C, and D describe the network between
a load with a complex reflection coefficient, z, and w is the reflection
coefficient looking into the network. The special property of the bilinear
transform is that a circle in the complex plane (here the locus of z) is mapped
onto another circle (here the locus of w) in the complex plane. This result is
presented in Section A.8 on Page 832.

6.10.2 Reference Impedance Change as a Bilinear Transform

Microwave and RF engineers obtain considerable design and measurement
insight by plotting a reflection coefficient on the complex plane, often using
a polar plot. In Figure 6-49 a fixed load terminates a transmission line of
characteristic impedance Zy; that has the input reflection coefficient, I';,,. As
will be shown, the locus of T'j,, normalized to any system impedance, is a
circle on the complex plane as the electrical length of the line increases. The
electrical length of the line increases as the frequency increases (with the
physical length of the line held constant), or as the physical length of the
line increases (with the frequency held constant).

In Figure 6-49 a transmission line with characteristic impedance Zy; is
terminated in a load with reflection coefficient I';.. From Equation (4.90) the
reflection coefficient of a load 7}, referenced to Zy; is

4L —Zn

T = 6.213
L,Z01 71+ Zor ( )

and the input reflection coefficient referenced to Zy; is

Tin,zo1 = I'r,zo1e 7%, (6.214)

8 These are not the cascadable ABC'D parameters, but simply the coefficients commonly used

with bilinear transforms.
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where 6 = [/ is the electrical length of the line. As ¢ increases from zero,
I'in zo1 plotted on a polar chart traces out a circle. The important result that
will be developed in this section is that when the input reflection coefficient
is referenced to another impedance, the new reflection coefficient will also
map out a circle. The development of I';, zo2 (the input reflection coefficient
referred to Zy3) begins by calculating the input impedance of the line (in
Figure 6-49):

14 Tin,zo1

Zin =2
T in,zo1

(6.215)

so that the reflection coefficient referenced to Zys is

T g0y — Zin — Zp2 _ (Zo1 — Zo2) + (Zo1 + Zo2)Tin, zo1 (6.216)
20 Zin+ Zo2  (Zor + Zo2) + (Zo1 — Zo2)Tin, zo1’ '

and rearranging

]_—" 702 — Zin — Z02 — (Z()l + ZOQ)Fin,ZOI + (Z()l - ZOQ)
in, Zin+Zo2  (Zor — Zo2)Tin,zo1 + (Zo1 + Zo2)
_ Alinza + B

~ CTinzor +1°

(6.217)

This mapping has the form of the general bilinear transform (Equation
(6.212)) where

A=1 L S (6.218)

 Zor+ Zoa

3

Since Equation (6.217) is a general bilinear transform, if the locus of I'in zo1
is a circle then the locus of I'i, zo2 is also a circle.

EXAMPLE 6. 6 Reflection Coefficient, Reference Impedance Change

In the circuit below, a 50 Q2 lossless line is terminated in a 25 Q2 load. Plot the locus, with
respect to the length of the line, of the reflection coefficient, looking to the line referencing it
first to a 50 € reference impedance and then a 75 (2 reference impedance.

: : E]z
M Zin= Z050Q [ |5k,

_

)
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Solution:

Let the input reflection coefficient referenced to a 50 € system be I'i, 50, and when it is
referenced to 75 € it is I'in,75. In the 50 Q system the reflection coefficient of the load is

Zr —50 25 —50
= = —0. 21
Zr +50 25+ 50 03333 (6219)

I'rs0 =

and
Iins0 = FL,soeiﬂe7 (6.220)

where 0 = (/3¢) is the electrical length of the line. The locus, with respect to electrical length,
of I'in,50 is plotted in Figure 6-50 as the length £ ranges from 0 to A/8, to A/2, and completes
the circle at A/2. Now

14 Tin50
Zin = 50——————, 221
o0 1 —T'ia 50 (6:221)
so that the 75 Q2 reflection coefficient is
Zin — 75
Ciams = ———- 222
T Zm + 75 (6:222)

The locus of this reflection coefficient is plotted on a polar plot in Figure 6-51. This locus is
the plot of I'i, 75 as the electrical length of the line, §, is varied from 0 to 7. The center of the
circle in Figure 6-51 is taken from the chart and determined to be —0.177.

A circle is defined by its center and its radius, and Appendix A.8, in
particular Equations (A.108) and (A.109), enables the circles for the locus
of I'in, zo1 and I'in zo2 to be related. The locus of 'y, zo1 has a center at the
origin and a radius |I'z|, that is,

CZOl =0 and RZOI = |FL,ZOI|- (6223)

In Equation (A.108) C'zo:1 replaces the center C, and |I';, z¢1]| takes the place
of the radius R.. Similarly the center of the I'zg, circle, Czp2, replaces C,,
and the radius of the I'zgy circle, Rzo2, replaces R,,. So the locus of the
reflection coefficient referenced to Zy, is described by a circle with center

B-A/C A

Crpo= ———"——+— 6.224
202 = 7 ICTL o2 T © ( )
with radius (B A/O)T
- L,Z01
= ’ 22
Rzoo ‘ 1= (CT 201 P (6.225)
Since, from Equation (6.218), A =1 and B = C, this further simplifies to
B-1/B 1
== 4 22
Czo2 =[BTy 701 T35 (6.226)
(B—-1/B)'r z01
Rz0o = : 6.227
- ‘ ek (6227)
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Figure 6-50 A normalized Smith chart with a 50 © normalization impedance with
the input reflection coefficient of a 50 2 transmission line with a load of 25 €.

So the locus (with respect to frequency) of the input reflection coefficient
of a terminated transmission line (of characteristic impedance Zy;) is a
circle no matter what normalization impedance is used. If the normalization
impedance is Zy, then the center of the reflection coefficient circle will be
zero. It will not be zero if the normalization impedance is other than Z;.
The radius of the circle will also change.

6.10.3 Determining the Characteristic Impedance of a Line
from the Smith Chart

In measurements of a terminated transmission line of unknown characteris-
tic impedance Zy;, the input reflection coefficient circle’ (normalized to Zys)
is known, and from this Zy; must be determined. In design, a transmission
line circle can be drawn to complete a matching problem and from this the
characteristic impedance (Zy;) of the line must be found. In both situations
Czo2, Rz02, and Zy, are known and Zy; must be determined. Unfortunately
a simple closed form solution cannot be obtained from Equations (6.226) and
(6.227). However, by substituting Equation (6.227) in Equation (6.226), and

9 Here the circle is the locus with respect to frequency.
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Figure 6-51 A normalized Smith chart with a 75 © normalization impedance with
the input reflection coefficient of a 50 2 transmission line with a load of 25 €.

if Zy1 and Zy9 are close (so that B is small), then

1 1

CZ02 ~ B — E + E = B. (6228)

The approximation is better for smaller |I';, zo1|. Also

I
Rypo ~ ’ﬂ . (6.229)
B
So, provided that the characteristic impedances are close,
1+ B 1+C
Zo1 = Zo ~ Zoo 22~ Zoo(1+2C502) (6.230)
1-B 1—Cz02

and

ITz,zo1| = | BRzo2| . (6.231)



346 MICROWAVE AND RF DESIGN: A SYSTEMS APPROACH

EXAMPLE 6. 7 Center of Reflection Coefficient Locus

In Example 6.6 the locus of the input reflection coefficient referenced to 75 2 was plotted for
a 50 © line terminated in a load with a reflection coefficient (in the 50 2 system) of —1/3.
Calculate the center of the input reflection coefficient of the network when it is referenced
to 75 Q.

Solution:

The center of the reflection coefficient normalized to Zgy; is zero, that is Cso = 0. From
Equation (6.226), the center of the reflection coefficient normalized to Zo2 = 75 2 is

O = o o=
where _Zu—Zo: _0-75_ 4 (6.233)
Zo1 + Zo2 50+ 75
S0 0245
Ors = T—oar ~ 0 = ~017857, (6.234)

which compares favorably to a center of —0.177 determined manually from the polar plot
in the previous example.

6.10.4 Reflection Coefficient Locus

The direction of the locus of the input reflection coefficient of a terminated
transmission line is always clockwise, even if the Smith chart uses a
reference or normalization impedance different from the characteristic
impedance of the line. In Figure 6-52, Zy; is the characteristic impedance of
the line and Zj; is the normalization impedance. When Zy, < Zy;, the locus
rotates in the clockwise direction. The center of the circle of the reflection
coefficient normalized to Zy, is to the left of the origin if Zyps > Zy; and to
the right of the origin if Zys < Zo:.

6.11 Measurement of Scattering Parameters

S parameters are measured using a network analyzer called an Automatic
Network Analyzer (ANA), or more commonly a Vector Network Analyzer
(VNA). The VNA was introduced by Hackborn [90] in 1968. A schematic of
a modern VNA is shown in Figure 6-53 and comprises:

1. A frequency synthesizer for stable generation of a sinewave.

2. Adisplay plotting the S parameters in various forms, with a polar plot
being most commonly used.
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Figure 6-52 The locus of a the input reflection coefficient normalized to Zo2 of a
terminated line of characteristic impedance Zo:. The locus is with respect to the
length of the line and the arrows show the direction of rotation of the reflection
coefficient.

3. An S parameter test set. This device generally has two measuring
ports so that when required, Sii,Si2,S21, and Sss can all be
determined under program control. The main components are
switches and directional couplers. Directional couplers separate the
forward- and backward-traveling wave components and will be
considered in Section 9.7 on Page 483. Network analyzers with more
than two ports—four-port network analyzers are popular—have more
switches and directional couplers.

4. A computer controller used in correcting errors and converting the
results to the desired form.

For RF measurements up to a few gigahertz, most of these functions are
incorporated in a single instrument. At higher frequencies and with older
equipment multiple units are used. An outline of such a system is shown in
Figure 6-54(a).

An experimental setup for on-wafer measurements is shown in Figure
6-55. Figure 6-55(a) shows a network analyzer in the background with a
precision voltage source on top. In the foreground is a probe station that has
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Figure 6-53 Vector network analyzer system. The directional couplers selectively
couple forward- or backward-traveling waves. In the directional coupler inset, a
traveling wave inserted at Port 2 appears only at Port 1. A traveling wave inserted
at Port 1 appears at Port 2 and a coupled version at Port 3. A traveling wave inserted
at Port 3 appears only at Port 1. Switch positions determine which S parameter is

measured.

NETWORK
ANALYZER

S PARAMETER
TEST SET

SYNTHESIZER )

(@)

CONTROLLER

HF
) HPIB

Instruments

Device
Under
Test

MICROPROBER

(b)

Figure 6-54 S parameter measurement system: (a) shown in a configuration to do on-chip testing; and
(b) details of coplanar probes with Ground-Signal-Ground (GSG) configuration and contacting pads.

a stage for an IC and mounts for micropositioners to which microprobes are
attached. The vertical tube-shaped object is a microscope-mounted camera.
Figure 6-55(b) shows a microprobe making a connection to a transmission
line on an IC and Figure 6-55(c) shows greater detail of the contact area.
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(b)

Figure 6-55 Vector network analyzer system for characterizing an IC or module:
(a) probe station with video camera; (b) details of coplanar probes with GSG probes
used with calibration structures; and (c) side view of an IC under test.

A typical microprobe is based on a micro coaxial cable with the center
conductor (carrying the signal) extended a millimeter or so to form a
needle-like contact. Two other needle-like contacts are made by attaching
short extensions to the outer conductor of the coaxial line on either side
of the signal connection. Such probes are called Ground-Signal-Ground
(GSG) probes and transition from a coaxial cable to an on-wafer CPW line,
introducing a smooth conversion of the EM fields from those of a coaxial
line to those of the CPW line. The on-wafer pads can be as small as 50 ym
on a side.

Calibration of the measurement system is critical, as the effect of cabling
and connectors can be more significant than that of the device being
measured. The process of removing the effect of cabling and connectors
is called de-embedding. Ideally, short, open, and match loads would be
available, but these can only be approximated, and numerous schemes have
been developed for alternative ways of calibrating an RF measurement
system. In some cases, for example, in measuring integrated circuits using
what is called on-wafer probing, it is very difficult to realize a good match.
A solution is to use calibration standards that consist of combinations
of transmission line lengths and repeatable reflections. These calibration
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Figure 6-56 Two-ports, each with a load at Port 2.

procedures are known mostly by combinations of the letters T, R, and L such
as Through-Reflect-Line TRL [98] (which relies on a transmission line of
known characteristic impedance to replace the match); or Through-Line TL,
procedure [91,92] (which relies on symmetry to replace the third standard).

The essential concept behind calibration is to model errors at each port
as a two-port error network between where the measurements are realized
inside the instrument and the point at which calibration standards can be
placed.

6.11.1 One-Port Calibration

In one-port measurements the desired reflection coefficient cannot be
obtained directly. Instead, there is effectively an error network between the
measurement plane, where the load is measured, and the ideal internal
network analyzer port. The SFG model [93] of the measurement system
is shown in Figure 6-56 with three ideal calibration standards: a matched
load (Figure 6-56(a)); a short (Figure 6-56(b)); and an open (Figure 6-56(c)).
Calibration here is concerned about determining the S parameters of the
error two-port.

Various calibration schemes have been developed, some of which
are better in particular measurement environments, such as when
measuring on-chip structures for example. Calibration schemes share
certain commonalities. One of these is that the errors can be represented as
a two-port (or several two-ports) that exists between an effective reference
plane internal to the measurement equipment and the reference plane
at the device to be measured. This device is commonly called the DUT.
Known standards are placed at the device reference plane and instrument
measurements are made. The concept is illustrated by considering the
determination of the S parameters of the two-port shown in Figure 6-56.
With Z; being a matched load, the input reflection coefficient I'; is S11:

Sy =T, . (6.235)
The other two commonly used calibration loads are Z; = 0 (a short circuit)
and Z3 = oo (an open circuit).!? From these, S12 = S and Ss2 can be

10" Previously the undesirability of using opens and shorts at microwave frequencies was



MICROWAVE NETWORK ANALYSIS

351

derived as
2511 - T 1T
So2 = T, T, (6.236)
and
Sg1 = S1a = [(Tg — S11)(1 — Saa)]V/2. (6.237)

The error two-port modifies the actual reflection coefficient to a warped
reflection coefficient according to Equation (6.198) on Page 324. In Equation
(6.198), the load reflection coefficient, I' 1, is a complex number that is scaled,
rotated, and shifted. Moreover, circles of reflection coefficient are mapped
to circles on the warped complex plane; that is, the ideal Smith chart is
mapped to a warped Smith chart, as shown in Figure 6-57(a). Here the actual
load reflection coefficient, I'z, is warped to present a measured reflection
coefficient, I'j, to the internal network analyzer. Calibration can be viewed
as a mapping operation from the complex plane of raw measurements to the
complex plane of ideal measurements, as shown in Figure 6-57(a). Figure
6-57(b—e) shows how the mapping is developed using different sets of
calibration standards. The mapping operation shown in Figure 6-57(b) uses
the short, open, and match loads. These loads are well distributed over the
Smith chart and so the mapping can be extracted with good precision. While
ideal short, open, and match loads are not available, if the terminations are
well characterized then appropriate corrections can be made. The mapping
in the one-port case is embodied in the extracted S parameters of the two-
port. Figure 6-58(b) shows the longitudinal section of a precision coaxial
open. The key feature is that the outer coaxial conductor is extended while
the center conductor is terminated. The fringing capacitance at the end
of the center conductor can be calculated analytically. Thus the precision
open is not a perfect open, but rather an open that can be modeled as a
small capacitor whose frequency variation is known. Figure 6-57(c) uses
offset shorts (i.e., short-circuited transmission lines of various lengths). This
circumvents the problem of difficult-to-produce open and matched loads.
Care is required in the choice of offsets to ensure that the mapping can
be determined accurately. The calibration scheme shown in Figure 6-57(d)
introduces a known load. The mapping cannot be extracted here, but in
some situations this is the only option. Figure 6-57(e) introduces a new
concept in calibration with the use of a sliding matched load such as
that shown in Figure 6-58(a). A perfect matched load cannot be produced
and there is always, at best, a small resistance error and perhaps parasitic
capacitance. When measured, the reflection will have a small offset from the

discussed. However, here the short and open are precision calibration standards and the
errors involved are known and incorporated in a more detailed calibration procedure than
that presented here. All that is needed to determine the parameters of a two-port are three
precisely known loads.
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Figure 6-57 Calibration as a mapping operation showing the warped Smith chart, which describes raw
measurements, and the ideal Smith chart: (a) warping of a load with reflection coefficient I'r, to the
measured reflection coefficient I"as; (b) calibration as a mapping established using short, match, and open
calibration standards; (c) mapping using short and two offset short calibration standards; (d) mapping
using a short, an offset short, and an offset load calibration; and (e) mapping using a short, an open, and a
sliding matched load as calibration standards.
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Figure 6-58 Precision calibration standards: (a) sliding load; and (b) precision open.
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origin. If the matched load is moved, as with a sliding matched load, a small
circle centered on the origin will be traced out and the center of this circle is
the ideal matched load.

6.11.2 De-Embedding

The one-port calibration described above can be repeated for two ports,
resulting in the two-port error model of Figure 6-59(a). Using the chain
scattering matrix (or T matrix) introduced in Section 6.6.1 on Page 314, the T
parameter matrix measured at the internal reference planes of the network
analyzer is

Tyveas = TaTpur T, (6.238)

where T 4 is the T matrix of the first error two-port, Tpyr is the T matrix
of the device under test, and T'p is the T matrix of the right-hand error two-
port. Manipulating Equation (6.238) leads to Tpyr:

T, ' TaeasTs' = T, ' TaTpurTsTx! (6.239)
Tour = T, ' TueasT5', (6.240)

from which the S parameters of the DUT can be obtained.

6.11.3 Two-Port Calibration

The VNA architecture introduced in 1968 and still commonly used today
is shown in Figure 6-53. A key component of the system is the test set
that comprises mechanical microwave switches and directional couplers
that selectively couple energy in either the forward- or backward-traveling
wave. This architecture supports a single signal source and a single test port
at which the RF signal to be measured is mixed down to a low frequency,
typically 100 kHz, where it is captured by an ADC. Another important
component is the frequency converter, which mixes the RF signal with a
version of the original RF signal offset in frequency to produce a low-
frequency version of the RF signal with the same phase as the RF signal
and an amplitude that is linearly proportional to the RF signal. When
Hackborn introduced this system in 1968 [90], he also introduced the 8-
term error model shown in Figure 6-59(a). This is an extension of the one-
port error model discussed in Section 6.11.1, with a two-port capturing the
measurement errors for each port.

Closer examination of the VNA system of Figure 6-53 indicates that the
signal path varies for each of the four scattering parameters for a DUT.
Another imperfection that is not immediately obvious is that there is leakage
in the system so that Ports 1 and 2 are coupled by a number of mechanisms
which do not involve transmission of the signal through the DUT. Leakage
is due to finite isolation in the mixers, and direct coupling between probes
used to make contact at Ports 1 and 2, among other possible causes. The first
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Figure 6-59 Two-port error models: (a) SFG representation of the 8-term two-port error model (1968)
[90]); (b) SFG of the 12-term two-port error model (1978) [94]; and (c) SFG of the 16-term two-port error
model (circa 1979) [95].
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person to identify this was Shurmer [96] in 1973, leading eventually to the
12-term error model [94,97] shown in Figure 6-59(b). Calibration yields the
error parameters, and the S parameters of the DUT are found as follows:

o _L[ISti-el|[,, SBcho, ] s [SH-chl|[5B—ch
1= 7 + or €22 | — €22 7 T

g o1 L 01 €32 €32
(6.241)
1 [sm—el 17 sm—er »
So1 = 3 { e e B LR (e52 - 652)” (6.242)
ez | L €o1
Lrsm—er, [ sm—el »
Si2 = 5 { e T egl)] } (6.243)
€2 1 [ €01
1 'm_r'- m_f m_f m _ T
Soo = 5 555 _ oo | |4 + ST - 8006{1 —e, 531 - €30 [312 T 810]
L €01 J €01 €39 €32
(6.244)
S f Sm _ or
§= 11+ 11f€oo {1 [1+ 22T€00 22}
€o1 €01
qm _ ef qm _ o
_652611 l 21 - 301 [ 12 _ 10] . (6.245)
€39 €32

The most complete model is the 16-term error model introduced in 1979
and shown in Figure 6-59(c) which incorporates a different model for each
parameter and fully captures the various signal paths resulting from the
different switch positions [95]. Nevertheless, the 12-term error model is the
one most commonly used in microwave measurements and is sufficient to
reliably extract the desired S parameters of the DUT from the raw VNA
measurements. This process of extracting the de-embedded parameters is
call de-embedding, or less commonly, unterminating.

The 12-term error model models the error introduced by major leakage
or cross-talk internal to the network analyzer. The 16-term error model
captures the leakage or cross-talk of the 12-term error model, but in addition
includes switch leakage that results in error signals reflecting from the DUT
and leaking to the transmission port as well as common-mode leakage. In
a coaxial environment, the extra leakage terms are small, provided that the
switch has high isolation. However, in wafer probing, where direct coupling
between the probes can be appreciable, the transmission-related leakage can
be important and the 16-term error model captures errors that the 12-term
error model does not.
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Coaxial Two-Port Calibration

If the DUT has coaxial connectors then precision open, short, and matched
loads are available. While these are not ideal components, the open
has fringing capacitance; for example, they are well characterized over
frequency. The full set of standards required to develop the 12-term error
model includes one-port measurements for each port with open, short, and
match connections, a two-port measurement with a through connection, and
a two-port measurement with opens at each port. The last measurement
determines the internal isolation of the system. Most connectors come in
male (or plug) and female (or jack) counterparts. As such it is not possible
to create a perfect through by joining the connectors and a small delay is
introduced. There are, however, sexless connectors, such as the (Amphenol
Precision Connector (APC-7) with a 7 mm outer diameter, and GR 874
(General Radio model 874) connectors, as they have flush faces that can be
connected for a near-perfect through. The APC-7 and GR 874 connectors
are no longer commonly used, with most coaxial systems now using SMA
connectors or the higher-tolerance APC 3.5 connectors that come in male
and female connectors. The majority of the measurements desired these
days are of ICs and other planar structures for which there is no clear
connector. The connector, or fixture, problem has resulted in a variety of
standards being used.

6.11.4 Transmission Line-Based Calibration Schemes

A drawback of all de-embedding techniques that use repeated fixture
measurements during the de-embedding process is the generation of errors
caused by the lack of fixture reproducibility during measurements of each
of the required standards. These errors can be amplified during the course
of de-embedding.

The Through-Reflect-Line (TRL) technique [98] is a calibration procedure
used for microwave measurements when classical standards such as open,
short, and matched terminations cannot be realized. There are now a family
of related techniques, here denoted as TxL methods, with the commonality
being the two-port measurement of a through connection and of the same
structure with an inserted transmission line. The two-port connections
required in the TRL procedure are shown in Figure 6-60. The concept
behind the representation is that there is a measurement error that is
captured by the fixture two-port. The TRL procedure allows the fixtures on
either side, Fixtures A and B here, to have different two-port parameters.
The SFG representations of the connections are shown in Figure 6-61.
Assuming that the fixtures are faithfully reproduced when going from one
connection to another, then the SFGs shown in Figures 6-61(a)—(c) need
be considered. With each configuration, two-port measurements are made,
and as the number of independent S parameter measurements exceed the
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Figure 6-60 Measurement connections in two-port calibration using the TRL
calibration procedure: (a) through connection; (b) ideal line connection; (c) realistic
configuration showing that the fixtures are not precisely reproduced; and (d)

arbitrary reflection configuration.
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Figure 6-61 SFG representations of the two-port connections shown in Figure 6-
60: (a) through connection; (b) ideal line connection; and (c) arbitrary reflection

connection.
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number of unknowns, it would seem that it may be possible to solve the
SFGs to obtain the unknown parameters of the fixtures. This is all that is
required to de-embed measurements made with a DUT between the fixtures.
Unfortunately this is not possible. However, Engen and Hoer [98] developed
a procedure that enabled the complex propagation constant of the line to be
extracted from the external S parameter measurements of the through and
line connections. This procedure is considered in the next section.

6.11.5 Through-Line Calibration

The through and line measurement structures include fixtures as well as
the direct connection (for the through) and the inserted line (for the line)
(see Figure 6-60). Two-port measurements of these two structures yield the
propagation constant v;, = « + j8 of the line, as shown by Engen and
Hoer [98] in 1979. Similar but earlier work was presented by Bianco et
al. [101] in 1976. For the through structure, the error networks between
the ideal internal port of a network analyzer and the desired measurement
reference plane are designated as Fixture A at Port 1 and Fixture B at Port 2.
For the line measurement, fixturing is reestablished (following the Through
measurement) with the line inserted. In general, the fixturing cannot be
faithfully reproduced and therefore becomes Fixtures A’ and B/, respectively
(see Figure 6-60).

The following is based on the derivation of Engen and Hoer [98], but
with a particular extension by Buff et al. [99,100]. The development begins
using cascading matrices, R, each of which is related to two-port scattering
parameters S by

Ry Ri» S19 Sp1 =511 S22 S11
21 21

Thus the parameters describing the A and B fixturesare S 4, Sp and R4, R 3,

respectively. The cascading matrix of the through is simply a unity matrix

and the line of length, /1, is described by

e~ Ll 0
R; = [ ] . (6.247)
0 eVl

The characteristic impedance of the line is taken as the reference impedance,
Zy, of the measurement system and is reflected by the diagonal zeros
in the above definition for the line standard. Because of this simplifying
assumption, v, can be computed using the equations that follow.

The cascading matrix of the through structure is

R: =R Rp (through) (6.248)
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and the line structure (without fixturing errors such that R/, = R4 and R’y
= R p) has the cascading matrix

R,=RA R, Rp (line). (6.249)

Solving Equation (6.248) for Rp and substituting into Equation (6.249)
yields what will be referred to as the TL equation:

TR, = RAR;, (6.250)
where

T = R4R; . (6.251)

Expanding the above leads to the system of equations
tinRa11 + ti2Ra21 = Rapie 7200 (6.252)
tarRa11 + taaRag1 = Razie 7100 (6.253)
t1i1Ra12 + t1aRa20 = Rarpe? ™" (6.254)
ts1Ra12 + taaRass = Ragoe™'r, (6.255)

which upon solution yields [98]

1 t11 +too & C>
=—In|{———M=, 6.256
i 24y <f11 +1t22 FC ( )
where the error term is
1/2
¢ = (t11® — 2t11ton + ta2® + dta1t12) / (6.257)

If the fixtures are faithfully reproduced, then networks A and A’ are
identical, as are networks B and B’, and so ¢ = 0, and the propagation
constant of the line 7, is obtained without error as

1 t11 + ta2
= —In|{ ———). 6.258
b 24y, n<t11+t22> ( )

That is, two-port S parameter measurements of the through connection
shown in Figure 6-60(a) and two-port S parameter measurements of the line
connection shown in Figure 6-60(b) enable the propagation constant of the
line to be determined.

However, the TxL techniques generally result in errors in de-embedding
at frequencies where the length of the line standard is a multiple of one-half
wavelength. Buff et al. [99,100] showed that small fixture repeatability errors
result in errors incorporated in ¢. These errors become evident at frequencies
where the length of the line is an odd-integer multiple of a half-wavelength,
called critical lengths [102,103]. These errors affect the entire calibration and
subsequent de-embedded measurements. These errors are minimized by
using measurements where the line standard has an electrical length within
20° of a critical length. Statistical means and the use of multiple lines have
been proposed to minimize the error [104,105]. However, these schemes are
not necessary to correct the error.
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Figure 6-62 Through and line components of TRL with fixture error introduced during the line
measurement.

(a)

(b)

Figure 6-63 Two-port measurements: (a) two-port device under test with DC needle probes at the
bottom and GSG probes on the left and right; and (b) open, short, and through calibration standards
with GSG probes.

TSD—Through Short Delay

Matched loads can be difficult to realize especially when probing ICs and
planar circuits using probes. Through Short Delay (TSD) uses reflection
and transmission measurements [106]. The delay is realized using a line
with a 50 @ characteristic impedance. The through could be another
delay, but problems occur when the delay difference (the electrical length
difference) of the through and delay is an integer multiple of 180°. An on-
wafer two-port measurement system is shown in Figure 6-63, showing on-

chip calibration standards.



MICROWAVE NETWORK ANALYSIS

361

TRL—Through Reflect Line

What has become known as the Through Reflect Line (TRL) calibration
technique was developed by Bianco et al. [101] and Engen and Hoer [98],
who used a through connection, an arbitrary reflection standard, and a
delay or line standard. The line standard can be of arbitrary length with
its propagation constant unknown, but it is assumed to be nonreflecting.
The result of this assumption is that the characteristic impedance of the
line becomes the system reference impedance. Also, the reflection standard,
can be any repeatable reflection load, with an open or short preferred.
As identified by Engen and Hoer, [98] the transmission line introduced
calibration uncertainties when the electrical length was a multiple of one-
half wavelength.

TRM—Through Reflect Match

Through Reflect Match (TRM) is a variation of TRL (a major variation to be
true) that replaces the through by a matched load and is useful only when
a matched load can be realized. It retains the arbitrary reflection standard,
which is particularly useful as it can be difficult to produce a short or open
with planar circuits. A via used in realizing a planar circuit short has finite
resistance and inductance and so does not create a good through, but does
create a useful repeatable arbitrary reflection.

Other Distributed Standards

TRL and TRM are the most commonly accepted standards used in
calibrating measurements of planar circuits. There are several other
techniques that also use transmission lines and find usefulness in certain
circumstances.

In 1982 Benet [107] developed the open-short-five offset line calibration
technique. The key concept is that the multiple offset through lines traced
out a circle on the Smith chart and the center of the circle provided an
additional error term. Through least squares fitting Benet developed the
propagation constant of the through lines and the remaining error terms
to develop the 12-term error model.

Pennock et al. [108] introduced the Double Through Line (DTL)
calibration system in 1987. This is useful for characterizing transitions
between different media. There is sufficient information to develop the 6-
term error model.

6.11.6 Two-Tier Calibration

With measurements in noncoaxial systems such as measurements on ICs,
it is difficult to produce precision standards such as shorts, opens, and
resistive loads. In these situations, two-tier calibration is sometimes used. In
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Figure 6-64 Two-tier calibration procedure.

a two-tier calibration procedure, two sets of standards are used to establish
first- and second-tier reference planes (see Figure 6-64). In the first-tier
calibration, a precision set of standards are normally used. This could be
achieved using coaxial standards or perhaps a standard calibration substrate
used with probes. Each of the 2 two-ports from the internal reference
plane of the network analyzer to an external reference plane is established.
Generally with the second tier, insitu calibration standards are used, and
the additional fixturing is identical for the two ports. Precision calibration
should be done using standards fabricated in the medium of the DUT.
Two-tier calibration generally results in the fixtures in the second tier
being identical, which enables checks to be made for the integrity of the
probe connection. Connections to IC pads can be problematic because of
oxide build up, especially with aluminum pads. So ensuring symmetry
of second-tier calibrations by comparing the two-port measurements of
symmetrical structures such as transmission lines can greatly reduce the
impact of the fixture-induced errors discussed in Section 6.11.5. That is,
small fixturing errors, such as bringing the probes down in slightly different
positions, results in measurement errors at the half-wavelength frequencies
(A2, A, 3M\/2, etc.). For example, if the DUT is a device on a silicon wafer,
the optimum measurement technique is to realize the calibration standards
on the silicon wafer processed in the same way as for the DUT. Typically
such measurements would be conducted using probes, and the calibration
procedure removes fixturing errors associated with fringing effects at the
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probes and with other nonidealities involved in creating the landing pads
for the probes. For measurements of microstrip and CPW systems, standard
calibration alumina substrates are available. These calibration substrates
include TxL standards as well as an open, a short, and a laser-trimmed
matched load.

In a two-tier calibration scheme, a first tier is used to establish the 12-term
error model. Then a second calibration is used to develop a secondary six-
term error model, as in Figure 6-59(a) with Si12 = S21. In such a situation
the standards used in developing the 12-term error model would normally
include an open, a short, and a matched load. These need not be precise,
and so it is not necessary to use a distributed standard such as the TxL
family of calibration standards. Thus the 12-term error model would not
be precise, but the model does not suffer from the half-wavelength errors of
the TxL techniques. For nonplanar measurements using probes, calibration
is to the end of the probe tips, and errors with using other substrates will
be common to both probe tips in a two-port measurement. In the secondary
calibration the measurements of a through and line will be symmetrical with
S11 = S22 and Si2 = S2;. This symmetry is exploited in the Through Line ()
technique which exploits symmetry and renders the half-wavelength errors
of TxL insignificant [91,92].

TL—Through Line Symmetry

In a two-tier calibration scheme, a first-tier calibration can result in good
calibration to the end of the probe tips. However when these probe tips are
used in another configuration additional errors can be introduced because
of the fixturing required to connect the DUT. With careful design the
fixtures employed in the second tier will be identical and have the same
S parameters. The TL calibration procedure exploits this property. The TL
calibration connections are shown in Figure 6-65. In the first calibration
tier, a 12-term error model is developed using open, short, load, and
delay. Consequently there are no half-wavelength glitches that occur when
transmission line standards are used. In the second calibration tier, probes
are used with two lengths of transmission line fabricated on the same
substrate as the DUT. One of the lines becomes a through.

The procedure proceeds by calculating the propagation constant of the
line using the technique developed for the TRL procedure (Equation
(6.258)). There is fixture symmetry in the TL connections (see Figure 6-
65) and this is reflected in the SFG representations of the connections as
shown in Figure 6-66. As will be shown, this symmetry enables the arbitrary
reflection used in the TRL procedure to be replaced by a precise short or
open circuit.

Let the S parameters of Fixture A be o = Si1, § = Si2 = S21, and
v = Sz2. Using these parameters with the port reversal required to model
the Fixture at Port 2, the SFG shown in Figure 6-66(a) relates the measured S
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Figure 6-65 Measurement connections in the two-port second-tier calibration using
the TL calibration procedure: (a) through connection; (b) ideal line connection; (c)
realistic configuration showing that the fixtures are not precisely reproduced; and
(d) arbitrary reflection configuration.
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Figure 6-66 SFG representations of the two-port connections shown in Figure 6-65:
(a) through connection; (b) ideal line connection; and (c) ideal reflection connection.

parameters to the parameters of the fixtures. Let the measured S parameters
of the through connection be designated by a leading superscript 7', then the
input reflection coefficient of Fixture A with a short circuit placed at Port 2
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of Ais
62
1+~
Using Mason’s rule with the SFG in Figure 6-66(a) relates the measured S
parameters to the fixture parameters:

Psc — O —

2
TSy = at 2 . (6.259)
L=~
T B
Sop = 3 (6.260)
Subtracting these expressions yields
2 2 2 2
T _T _ By . B _ By =P
511 521—044—1_72 1_’72—04"1'(1_7)(14_7) (6261)
A1 -1)
—a—- ——— 6.262
T+ (6262
62
=a-— 2
*= g 5 (6.263)
= psc. (6.264)

That is, the input reflection coefficient of a fixture terminated in a short
circuit can be obtained from the through measurement of the back-to-back
fixtures in the through configuration:

Psc = T511 - TSQl-

Similar results are obtained for an ideal open circuit placed at Port 2 of
Fixture A:
Poc =" S11 4 T Sa1.

Thus it is possible to effectively insert ideal open and short circuits within a
noninsertable medium.

6.12 Summary

Scattering parameters describe power flow and traveling waves and are
essential to describing distributed circuits as encountered in RF and
microwave engineering. RF and microwave design is characterized by
conceptual insight and it is essential to use parameters and graphical
representations that are close to the physical world. Scattering parameters
and the graphical polar representations on a Smith chart are the
overwhelming choice of RF and microwave designers. Design is more than
evaluating equations and running computer-aided design programs. In RF
and microwave engineering there are always considerable approximations
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made in design, partly because of necessary simplifications that must
be made in modeling, but also because many of the material properties
required in a detailed design can only be approximate. An example is
permittivity. The permittivity of circuit board material, FR-4, ceramics,
and silicon dioxide in silicon ICs depends on the density of the material,
which depends on metal density and circuit layout. The variation can be
as much as 10%. Most RF and microwave design deals with frequency
selective circuits such as line lengths which have an electrical length that
is a particular fraction of a wavelength. The relationship to physical length
depends on material properties and the ability to model them well. Many
designs can require frequency tolerances of as little as 0.1%, and filters
can require even tighter tolerances. It is therefore impossible to design
exactly. Measurements are required to validate designs and iterate designs
to the final frequency centering. Conceptual understanding is essential;
the designer must be able to relate measurements, which themselves have
errors, with computer simulations. The ability to design circuits with good
tolerance to manufacturing variations and perhaps circuits that can be tuned

by automatic equipment are skills developed by experienced designers.

6.13 Exercises

1.

The scattering parameters of a two-port are
S11 = 0.25, S12 = 0, S21 = 1.2, and Soy =
0.5. The system reference impedance is 50 €
and the Thevenin equivalent impedance of the
source attached to Port 1 is 50 €2. The power
available from the source connected to Port 1
is 1 mW. The load impedance is 25 2.
(a) Is the two-port reciprocal and why?
(b) What is the voltage of the Thevenin
equivalent source?
(c) What is the power reflected from Port 1?
(d) Determine the z parameters of the two-
port.
(e) Using z parameters, what is the power
dissipated by the load at Port 2?
The scattering parameters of a certain two-
port are S11 = 0.5 + 0.5, S12 = 0.95 + 70.25,
S21 = 0.15 — $0.05, and S22 = 0.5 — 50.5. The
system reference impedance is 50 €2.
(a) Is the two-port reciprocal? Explain your
answer.
(b) Consider that Port 1 is connected to a
matched source with an available power
of 1 W. What is the power delivered to a
50 Q load placed at Port 2?

(c) Using the situation described in (b), what
is the power reflected from Port 1?

(d) What is the value of the load required for
maximum power transfer at Port 2? Ex-
press your answer as a reflection coeffi-
cient.

3. A 50 €, 10 dB attenuator is inserted in a 75 Q2

system.
(a) Whatis the transmission coefficient in the
75 (2 system?
(b) What is the attenuation in decibels in the
75 (2 system?
(c) What is the input reflection coefficient at
Port 1 including the 75 €2 termination at
Port 2?

. The scattering parameters of a two-port are

Sll = 0.25, 512 = 0, 521 = 1.2, and 522 =
0.5. The system reference impedance is 50 €
and the Thevenin equivalent impedance of the
source attached to Port 1 is 50 €2. The power
available from the source connected to Port 1
is 1 mW. The load impedance is 25 2. Using
SFGs determine the power dissipated by the
load at Port 2.

. Draw the SFG of a two-port with a load at Port

2 having a voltage reflection coefficient of I'r,
and at Port 1 a source reflection coefficient of
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I's. This is the reflection coefficient looking
from Port 1 of the two-port toward the gen-
erator. Keep the S parameters of the two-port
in symbolic form (e.g., S11, S12, S21, and Sas).
Using SFG analysis, derive an expression for
the reflection coefficient looking into the two-
port at Port 2. You must show the stages in col-
lapsing the SFG to the minimal form required.
Make sure that you include the impact of the
source.

. A three-port has the scattering parameters

0 v ¢
a 0 €
0 B 0

Port 2 is terminated in a load with a reflec-
tion coefficient I'z,. Reduce the two-port to
a three-port using signal flow graph theory.
Write down the four scattering parameters of
the final two-port.

. The S parameters of a three-port are as follows
(the S parameters are referred to a 50 €2 system
reference impedance):

0.2/180° 0.8/ —45°  0.1/45°
0.8/ —45° 0.2/0° 0.1/90°
0.1£45° 0.1£90° 0.1£180°

(a) Is the three-port reciprocal? Explain your
answer.

(b) Write down the criteria for a network to
be lossless.

(c) Is the three-port lossless? You must show
your working.

(d) Draw the SFG of the three-port.

(e) A 50 load is attached to Port 3. Use SFG
operations to derive the SFG of the two-
port with just Ports 1 and 2. Write down
the two-port S parameter matrix of the
simplified network.

8. The S parameters of a three-port are as follows

(the S parameters are referred to a 50 €2 system
reference impedance):

0.2/180° 0.8/ —45°  0.1/45°
0.8/ —45° 0.2/0° 0.1/90°
0.1£45° 0.1£90° 0.1£180°

(a) Is the three-port reciprocal? Explain your
answer.

(b) Write down the criteria for a network to
be lossless.

(c) Is the three-port lossless? Explain your
answer.

(d) Draw the SFG of the three-port.

(e) A 150 2 load is attached to Port 3. Derive
the SFG of the two-port with just Ports 1
and 2. Write down the two-port S param-
eter matrix of the simplified network.

9. A system consists of 2 two-ports in cascade.

The S parameter matrix of the first two-port is
S and the S parameter matrix of the second
two-port is Sp. The second two-port is ter-
minated in a load with a reflection coefficient
I'z. (Just to be clear, S4 is followed by Sz
which is then terminated in I'p. Port 2 of S4
is connected to Port 1 of [Sg]. The individual
S parameters of the two-ports are as follows:

SA:{Z Z]andSB:{? ‘Z}

(a) Draw the SFG of the system consisting of
the two cascaded two-ports and the load.

(b) Ignoring the load, is the cascaded two-
port system reciprocal? (If there is not
enough information to decide say so.)
Give your reasons.

(c) Ignoring the load, is the cascaded two-
port system lossless? (If there is not
enough information to decide say so.)
Give your reasons.

(d) Consider that the load has no reflection
(i.e., I', = 0). Use SFG analysis to find the
input reflection coefficient looking into
Port 1 of [Sa]. Your answer should be T,
intermsofa,b, ..., f.

10. A circulator is a three-port device that is not

reciprocal and selectively shunts power from
one port to another. The S parameters of an
ideal circulator are

010
S]=10 0 1
10 0
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(a) Draw the three-port and discuss power
flow.

(b) Draw the SFG of the three-port.

(c) If Port 2 is terminated in a load with re-
flection coefficient 0.2, reduce the SFG of
the three-port to a two-port with Ports 1
and 3 only.

(d) Write down the 2 x 2 S parameter matrix
of the (reduced) two-port.

11. The S parameters of a certain two-port are

S11 = 0.5+ 70.5, S21 = 0.95 4 30.25, S12 =
0.15 — 50.05, S22 = 0.5 — 0.5 . The system ref-
erence impedance is 50 2.

(a) Is the two-port reciprocal?

(b) Which of the following is a true statement
about the two-port.

(A) Itis unitary.

(B) Overall power is produced by the
two-port.

(C) Itislossless.

(D) If Port2 is matched, then the real part
of the input impedance (at Port 1) is
negative.

(E) AandC.

(F) A and B.

(G) A,B,and C

(H) None of the above.

(c) What is the value of the load required for
maximum power transfer at Port 2? Ex-
press your answer as a reflection coeffi-
cient.

(d) Draw the SFG for the two-port with a
load at Port 2 having a voltage reflection
coefficient of I';, and at Port 1 a source re-
flection coefficient of I's.

12. In the distribution of signals on a cable TV sys-

tem a 75 ) coaxial cable is used, as the loss is
close to minimum. In a low-loss 75 €2 cable the
attenuation constant is 0.1 dB/m at 1 GHz. If
a subscriber disconnects a television set from
the cable so that the load impedance looks like
an open circuit, estimate the input impedance
of the cable at 1 GHz and 1 km from the sub-
scriber. An answer within 1% is required. Esti-
mate the error of your answer. Indicate the in-
put impedance on a Smith chart drawing the

13.

14.

locus of the input impedance as the line is in-
creased in length from nothing to 1 km.

A load has an impedance Z = 115 — 520 Q.

(a) What is the reflection coefficient, I',, of
the load in a 50 (2 reference system?

(b) Plot the reflection coefficient on a polar
plot of reflection coefficient.

(c) If a one-eighth wavelength long lossless
50 Q transmission line is connected to
the load, what is the reflection coeffi-
cient, I'in, looking into the transmission
line? (Again, use the 50 2 reference sys-
tem.) Recall that the reflection coefficient
is the ratio of the backward-traveling
wave to the forward-traveling wave with
phases and amplitudes referred to the
same point. Plot I'i, on the polar reflec-
tion coefficient plot of part (b). Clearly
identify I'iy and I'z, on the plot.

(d) On the Smith chart, identify the locus of
I'in as the length of the transmission line
increases from zero length to one-eighth
wavelength long. That is, on the Smith
chart, plot I'iy as the length of the trans-
mission line varies.

In Figure 6-67 the results of several different
experiments are plotted on a Smith chart. Each
experiment measured the input reflection co-
efficient from a low frequency (denoted by
a circle) to a high frequency (denoted by a
square) of a one-port. Determine the load that
was measured. The loads that were measured
were one of those shown below.

| Load | Description

i An inductor

ii A capacitor

iii A reactive load at the end of a
transmission line

iv A resistive load at the end of a
transmission line

\ A parallel connection of an induc-
tor, a resistor, and a capacitor go-
ing through resonance and with a
transmission line offset
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Load | Description

vi A series connection of a resistor
and a capacitor going through res-
onance and with a transmission
line offset

vii A series resistor and inductor

viii An unknown load and not one of
the above

You should make no assumptions about how
low the low frequency was, nor about how
high the high frequency was. For each of the
measurements below indicate the load using
the load identifier above (e.g., i, ii, etc.) There
may be more than one correct answer.
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(a) What type of load gives rise to the reflec-
tion coefficient indicated by curve A?

(b) What type of load gives rise to the reflec-
tion coefficient indicated by curve B?

(c) What type of load gives rise to the reflec-
tion coefficient indicated by curve C?

(d) What type of load gives rise to the reflec-
tion coefficient indicated by curve D?

(e) What type of load gives rise to the reflec-
tion coefficient indicated by curve E?

(f) What type of load gives rise to the reflec-
tion coefficient indicated by curve F?
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Figure 6-67 The locus of various loads plotted on a Smith chart.
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15. A 50 2 lossy transmission line is shorted at

one end. The line loss is 2 dB per wavelength.
Note that since the line is lossy the charac-
teristic impedance will be complex, but close
to 50 €, since it is only slightly lossy. There
is no way to calculate the actual characteris-
tic impedance with the information provided.
However, this is the common situation that
must be dealt with. That is, problems must be
solved with small inconsistencies. Full accu-
racy is not possible and there is often missing
information. Microwave engineers do the best
they can in design and always rely on mea-
surements to calibrate results.

(a) What is the reflection coefficient at the
load (in this case the short)?

(b) Consider the input reflection coefficient,
T'in, at a distance ¢ from the load. Deter-
mine I'i, for £ going from 0.1A to X in
steps of 0.1\.

(c¢) On a Smith chart plot the locus of the in-
put reflection coefficient from £ = 0 to A.

(d) Calculate the input impedance, Zin,
when the line is (3/8)\ long using the
telegrapher’s equation.

(e) Repeat part (d) using a Smith chart.

16. Design a open-circuited stub with an input

impedance of +;75 (2. Use a transmission line
with a characteristic impedance of 75 Q. [Par-
allels Example 6.5 on Page 339]

17. Design a short-circuited stub with an input

admittance of —;j50 €. Use a transmission line
with a characteristic impedance of 100 2. [Par-
allels Example 6.5 on Page 339]

18. A load has an impedance Zr, = 25 — 3100 2.

(a) What is the reflection coefficient, I'z, of
the load in a 50 Q2 reference system?

(b) If a quarter-wavelength long 50 €2 trans-
mission line is connected to the load,
what is the reflection coefficient, I'iy,,
looking into the transmission line?

(c) Describe the locus of I'i,, as the length of
the transmission line is varied from zero
length to one-half wavelength long. Use
a Smith chart to illustrate your answer

19. A network consists of a source with a

Thevenin equivalent impedance of 50 €2 driv-
ing first a series reactance of 50 Q2 followed by

20.

21.

22.

a one-eight wavelength long transmission line
with a characteristic impedance of 40 2 and a
reactive element of 25  in shunt with a load
having an impedance Z;, = 25 — 3100 2. This
problem must be solved graphically and no
credit will be given if this is not done.

(a) Draw the network.

(b) On a Smith chart, plot the locus of the re-
flection coefficient first for the load, then
with the element in shunt, then looking
into the transmission line, and finally the
series element. Use letters to identify each
point on the Smith chart. Write down the
reflection coefficient at each point.

(c) What is the impedance presented by the
network to the source?

In the circuit below, a 75 €2 lossless line is ter-
minated in a 40 2 load. On the complex plane
plot the locus, with respect to the length of the
line, of the reflection coefficient, looking to the
line referencing it first to a 50 2 impedance.
[Parallels Example 6.6 on Page 342]

E]Z
lin Zin—= Z0 75Q 46‘9
J

Consider the circuit below, a 60 Q2 lossless line
is terminated in a 40 2 load. What is the center
of the reflection coeffient locus on the complex
plane when it is referenced to 55 Q. [Parallels
Example 6.7 on Page 346]

E]Z
lin Zin—= Z0 60 Q 46‘9
J

In Section 6.11 on Page 346, the S parameters
of a reciprocal error network were determined
by applying three loads—Z1, Z> and Zz—and
measuring the respective input reflection co-
efficients. If Z; is a matched load, Z is a short
circuit and Zs is an open, the S parameters
of Equations (6.235), (6.236), and (6.237) are
found. Use SFG theory to derive these results.
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7.1 Introduction

The purpose of this chapter is to introduce a wide variety of passive
components. It is not possible to be comprehensive, as there is an enormous
catalog of elements and scores of variations, and new concepts are
introduced every year.

At microwave frequencies, wavelengths are in the range of millimeters
and centimeters, and distributed components can be constructed that have
features with particular properties related to coupling, to traveling waves,
and to storage of EM energy. In this chapter we consider many of the passive
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elements useful in RF and microwave design. In many cases it is possible to
develop lumped-element equivalents of the distributed elements by using
the LC ladder model of a transmission line.

7.2 Lumped Elements

7.2.1 Integrated Lumped Passive Components

One of the factors that distinguishes RFICs from other RF and most
microwave IC technology is the use of lumped elements rather than
distributed elements. RF circuits require many passive components for
matching networks, RF chokes for bias (i.e., inductors that block RF but
provide a lossless DC connection), harmonic tuning, and to ensure stability
at frequencies below the frequencies of operation. The primary lumped
elements on RFICs are resistors, capacitors, and inductors. One of the other
distinguishing features of RFICs is the use of differential signaling for nearly
all of the analog signals on-chip and not only for the RF paths. This is
necessary to overcome the limitations of silicon MOSFET-based circuitry,
including significant substrate coupling.

7.2.2 On-Chip Capacitors
There are three primary forms of on-chip capacitor:

(a) Metal-dielectric-metal capacitor—using the interconnect metalliza-
tion.

(b) Metal-dielectric-semiconductor capacitor—essentially a MOS transis-
tor.

(c) Semiconductor junction capacitor—either the capacitance of reverse-
biased pn junction or Schottky barrier.

In silicon technology it is common to refer to the first two capacitor
types as metal-oxide-metal (MOM) capacitors (or metal-insulator-metal
(MIM) capacitors) and as metal-oxide-semiconductor (MOS) capacitors.
MOM capacitance can be realized as a parallel plate capacitance (see Figure
7-1(a)), but multiple levels of metallization can be used to increase the
capacitance density. Relatively low capacitance values of up to 500 fF /pm?
are available because of the large dielectric thicknesses of 0.5 to 1 ym
between metal layers. This thickness is required in normal interconnect
circumstances to minimize interconnect-to-interconnect coupling, so it is
unlikely to change much. The distance between the bottom metallization
layer to the substrate is comparable to the metal layer separation, and so
the capacitance between the bottom plate of a capacitor and the substrate
leads to significant capacitance—in the range of 10% to 30% of the metal-to-
metal capacitance [109]. This series capacitor connection must be considered
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CAPACITORS INDUCTORS
DIEECTRC

(o]

Figure 7-1 Monolithic lumped elements: (a) parallel plate capacitor; (b) gap
capacitor; (c) interdigitated capacitor; (d) meander line inductor; and (e) spiral
inductor.

in design.

An alternative MOM capacitance is available using lateral arrangements
of interconnects on the same layer (see Figure 7-1(b)); that is, adjacent
metal structures are separated by a small horizontal gap. Again, there
are two distinct metal connections, and a smaller metal separation can
be obtained using photolithography than that available using dielectric
thickness. However the capacitance density is only increased by a factor
of about three. Higher values can be obtained using the interdigitated
capacitor (IDC) of Figure 7-1(c).

Both types of MOM capacitance, parallel plate and lateral, are geomet-
rically defined, are voltage independent, have very low temperature coef-
ficients, and have initial fabrication tolerances of 20% to 30%. At IF, and
potentially at RE, many analog designs (e.g., active filters) use transconduc-
tance tuning to achieve frequency-response precision. In these cases, the ca-
pacitance tolerancing can be compensated for.

MOS capacitors use a MOS transistor with a parallel-plate capacitance
between the gate of a MOS transistor and a heavily inverted channel. The
drain and source are connected in this configuration and the separation
between the conductors is thin, being the gate oxide thickness. This leads
to high values of capacitance, although with weak voltage dependence.
Junction capacitance is realized as the capacitance of a reverse-biased
semiconductor junction. This capacitance can be quite large, but has a strong
voltage dependence. This voltage dependence can be utilized to realize
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Figure 7-2 An on-chip spiral inductor: (a) plan view; and (b) side view.
tunable circuits (e.g., a voltage-controlled oscillator).

7.2.3 Planar Inductors

Inductors are important components in RF and microwave circuits. In
addition to their role in matching networks, they are used to provide bias to
active devices while effectively blocking RF signals from the bias circuitry.
Inductors of up to 10 nH can be fabricated on-chip. Values above this
consume too much die area, and either the entire inductance or the majority
of a required inductance are fabricated off-chip, more often on an LTCC
substrate or as part of the chip package. Bond wires can also be used to
realize small inductances in the 0.5 to 1 nH range. The advantage of having
a portion of a large inductance on-chip is reduced sensitivity to die attach
(bondwire, etc.) connections.

An on-chip spiral inductor, the most common type, is shown in Figure 7-2
in both plan and side views. An approximate expression for the inductance
of this structure was developed by Wheeler [110-112]:

9.4p,n%a?

L~ i 74

(7.1)
where «a is the mean radius of the spiral and » is the number of turns. This
formula was derived for circular coils, but its accuracy for square spirals
has been determined by Lee [109] to be within 5% of values derived using
EM simulation. It is therefore a very useful formula in the early stages
of design, but EM analysis is required to obtain the necessary accuracy
and frequency dependence of the inductor in design. Alternative inductor
designs are shown in Figures 7-1(d) and 7-1(e). The spiral inductor in Figure
7-1(d) uses an overpass or airbridge rather than the bottom layer metal of
Figure 7-2. Small values of inductance can be realized by the meander line
inductor of Figure 7-1(d).

Fields produced by a spiral inductor penetrate the substrate, and as a
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ground plane is located at a relatively short distance, the eddy currents on
the ground plane reduce the inductance that would otherwise be obtained.
The eddy current in the ground conductor rotates in a direction opposite to
that of the spiral itself (i.e., counterclockwise). As a result, the inductance
of the image inductor in the ground is in the opposite direction to that
produced by the spiral itself, with the consequent effect that the effective
total inductance is reduced. By creating a broken, or perforated, conductor
pattern, the ground inductance is largely eliminated [113], as the eddy
currents cannot flow.

One of the major sources of loss for inductors on silicon is substrate loss
due to the finite conductivity of the substrate and the resulting current flow.
These induced currents follow a path under the conductors of the spiral and,
just as with ground plane eddy currents, lower the inductance achieved.
However, the resistance of the lines is unchanged. It is difficult to achieve (Js
(the ratio of stored energy to energy dissipated per cycle) greater than about
10 above a few gigahertz. Parasitic capacitance both from the line to the
ground and between spirals result in resonance of the on-chip inductance
structure and hence limit the frequency of operation.

While many formulas and models have been presented for spiral, tor-
roidal, and solenoidal inductors [114-116], the dependencies on a particular
process mean that RF inductors must be modeled electromagnetically and
modeled for a particular application. Models and design curves are gener-
ally provided by the vendor for a particular process.

7.2.4 Transmission Line Discontinuities

Interruptions of the magnetic or electric field create regions where magnetic
energy or electric energy is stored. These interruptions are often caused
by discontinuities on a transmission line. If the additional energy stored
is predominantly magnetic, the discontinuity will introduce an inductance.
If the additional energy stored is predominantly electric, the discontinuity
will introduce a capacitance. Common microstrip discontinuities were
considered in Section 4.12.2 on Page 233. Similar discontinuities occur
with all transmission lines. In some cases, transmission line discontinuities
introduce undesired parasitics, but they also provide an opportunity to
introduce lumped-element effects without the need to attach lumped
elements.

7.3 Terminations and Attenuators
7.3.1 Terminations

Terminations are used to completely absorb a forward-traveling wave and
the defining characteristic is that the reflection coefficient of a termination is
zero. If a transmission line has a resistive characteristic impedance Ry = Z,
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Figure 7-3 Terminations: (a) coaxial line resistive termination; (b) microstrip
matched load.

then terminating the line in a resistance R, will fully absorb the forward-
traveling wave and there will be no reflection. The line is said to be matched.
At RF and microwave frequencies some refinements to this simple circuit
connection are required. On a transmission line the energy is contained in
the EM fields. For the coaxial line shown in Figure 7-3(a), a simple resistive
connection between the inner and outer conductors would not terminate the
fields and there would be some reflection. Instead, coaxial line terminations
generally are comprised of a disk of resistive material. The total resistance
of the disk from the inner to the outer conductor will be the characteristic
resistance of the line, however, the resistive material is distributed and so
creates a good termination of the fields guided by the coaxial line.

Terminations are a problem with microstrip as the characteristic
impedance varies with frequency, is in general complex, and the vias that
would be required if a lumped resistor was used has appreciable inductance
at frequencies above a few gigahertz. A high-quality termination is realized
using a section of loss line as shown in Figure 7-3(b). Here lossy material
is deposited on top of an open-circuited microstrip line. This increases the
loss of the line appreciably without significantly affecting the characteristic
impedance of the line. If the length of the lossy line is sufficiently long
the forward-traveling wave will be totally absorbed and there will be
no reflection. Tapering the line, as shown in Figure 7-3(b), reduces the
discontinuity between the microstrip line and the lossy line by ensuring that
some of the power in the forward-traveling wave is dissipated before the
maximum impact of the loss material occurs. Here a matched termination
is achieved without the use of a via, and the termination automatically
matches the varying characteristic impedance of the line. The same principle
can be used with other transmission structures.

7.3.2 Attenuators

An attenuator is used to reduce the amplitude of a signal and it does
this, in most cases, by absorbing power and without distorting the signal.
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Table 7-1 IEEE standard symbols for attenuators [117].

| Component | Symbol | Alternate

Attenuator, fixed

Attenuator, balanced

5

Attenuator, unbalanced

A~

Attenuator, variable

Attenuator, continuously variable

Attenuator, stepped variable

e [P

Simultaneously the input and output of the attenuator are matched so there
is ideally no reflections. They are used to reduce the level of one signal
so that two correlated signals of different amplitude can be compared.
Attenuators also reduce the effect of mismatch and provide isolation. An
attenuator may be fixed, continuously variable, of discretely variable. The
IEEE standard symbols for attenuators are shown in Figure 7-1.

When the attenuation is fixed an attenuator is commonly called a pad.
Resistive pads can be used to minimize the effect of shorts and opens on the
integrity of an RF circuit. An example of attenuator use in this situation is in
a cable TV system where it is critical that the integrity of the system is not
compromised by a consumer disconnecting appliances from a cable outlet.
Sometimes the attenuator is combined with a splitter.

Balanced and unbalance resistive pads are shown in Figures 7-4 and 7-
5 together with their design equations. The attenuators in Figure 7-4 are
T or Tee attenuators, where Zy; is the system impedance to the left of the
pad and Zj; is the system impedance to the right of the pad. The defining
characteristic is that the reflection coefficient looking into the pad from the
left is zero when referred to Zy;. Similarly the reflection coefficient looking
into the right of the pad is zero with respect to Zys. Defining K as the

attenuation factor,
Power in

K=—". 7.12
Power out ( )
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T Attenuator
Unbalanced Balanced
Zo1 %RS Zop Zm %R3 Zop
LR, %R,

(a) (b)
_ Zo1 (K =+ 1) — 2V K Zo1 Zp2

7.2
Ry K1 (7.2)
. ZOQ(K + 1) — 2V K Zo1 Zp2
Ry = (7.3)
K-1
Ry = 2V 20170 (7.4)
K—-1
If Zo1 = Zo2 = Zp,then
RlzRgzz(J(m—l) (7.5)
VK +1
_ 2Z0VK
Rs = K1 (7.6)

Figure 7-4 T (Tee) attenuator: (a) unbalanced T pad; and (b) balanced T pad.

In decibels,
K|,z = 10log;y K = (Power in)|,p,, — (Power out)| 5., - (7.13)

If the left and right system impedances are different there is a minimum
attenuation factor that can be achieved:

27, Z Z
oy [ (),
Z02 Z02 Zog—l

Kyin = (7.14)

This limitation comes from the simultaneous requirement that the pad be
matched. If there is a single system impedance Zy = Zy1 = Zp, then
Kyin = 1 and so any value of attenuation can be obtained.

Lumped attenuators are useful up to a few gigahertz above which the
size of resistive elements becomes large compared to a wavelength. Also,
for planar circuits, vias are required and these are undesirable from a
manufacturing standpoint, and electrically they have a small inductance.
Fortunately attenuators can be realized using a lossy section of transmission
line as shown in Figure 7-6. Here lossy material results in a section of line
with a high attenuation constant. Generally the lossy material has little effect
on the characteristic impedance of the line so that there is little reflection at
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Pi Attenuator
Unbalanced Balanced

1R

(@)

Zo(K — 1)\ Zo2

B = )7 - vz 77)
Ry — Zo2(K — 1)V Zor (7.8)

(K +1)VZor — 2K Zo2
_ (K — 1) ZmZoz
Ry = —5— 1/—K (7.9)

If Zo1w = Zo2 = Zp, then

VK +1
\/E—l)

Ri = Rs = Zo ( (7.10)

_ Zy(K - 1)

R: e
: WE

(7.11)

Figure 7-5 Pi (II) attenuator: (a) unbalanced pad; and (b) balanced pad.

LOEEY MATERIAL

¥

(a) (b)

Figure 7-6 Distributed attenuators: (a) coaxial attenuator; and (b) microstrip
attenuator.

the input and output of the distributed attenuator. Distributed attenuators
can be used at higher frequencies and can be realized with any transmission
line structure. The central concept is having a distributed lossy element.
An example of the use of attenuators in the combination of the output
of two sources is shown in Figure 7-7. This is a common situation in
measurements where the output of two sources is to be combined. The
attenuators reduce the level of the signal presented to the output of one
source by the other. If the level of the second signal is high, most sources
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'SOURCE1

OUTPUT

O

'SOURCE2 0B

Figure 7-7 The use of attenuators to isolate the outputs of two sources that are
combined.

would produce nonlinear distortion, including nonlinear mixing products.
Other components such as circulators and hybrids can also be used to reduce
unwanted signal levels, but pads are commonly used even then.

SOV ZE AN Pad Design

Design a unbalanced 20 dB pad in a 75 2 system.

Solution:

There are two possible designs using resistive pads. These are the unbalanced Tee and Pi
pads shown in Figures 7-4 and 7-5. The Tee design will be chosen. The K factor is

K = 10¥1as/10) — 19(20/10) — 100, (7.15)

Since Zo1 = Zo2 = 75 , Equations (7.5) and (7.6) become

\/100—1) <9)
Ri=Ro=75(Y2"")—75(2)=6140 7.16
P <\/100+1 11 (7.16)

2. 75v/100 10
= OV 1504/ = = 15.20. 7.17
Rs 100 — 1 0y g9 =10 (7.17)

The final design is
61.4Q 61.4Q

152 Q

7.4 Magnetic Transformers

In this section, specific realizations of hybrids and baluns will be presented
first using magnetic transformers, then transmission lines, and finally using
Ls and Cs inspired by lumped-element approximations of transmission



PASSIVE COMPONENTS

381

I R

I1 N )
—M:n, My, = tn =
HE - EE W R W
(e)

(d)

Figure 7-8 Magnetic transformers: (a) a transformer as two magnetically coupled
windings with n; windings on the primary (on the left) and n. windings on the
secondary (on the right), the dots indicate magnetic polarity so that the voltages
Vi and V> have the same sign; (b) a magnetic transformer with a magnetic core
identified by the two long vertical bars; (c) identical representations of a magnetic
transformer with the magnetic polarity implied for the transformer on the right; (d)
two equivalent representations of a transformer having opposite magnetic polarities
(an inverting transformer); and (e) and a magnetic transformer circuit.

lines.

A magnetic transformer (see Figure 7-8) couples, via a magnetic field,
the current in one wire to current in another. The effect is amplified using
coils of wires and using a core of magnetic material (material with high
permeability) to create greater magnetic flux density. When coils are used,
the symbol shown in Figure 7-8(a) is used with one of the windings called
the primary winding and the other called the secondary. If there is a
magnetic core then the symbol shown in Figure 7-8(b) is used with the
vertical lines indicating the core. However, even if there is a core, the simpler
transformer symbol in Figure 7-8(a) is more commonly used. Magnetic cores
are useful up to several hundreds of megahertz and rely on the alignment
of magnetic dipoles in the core material. Above a few hundred megahertz
the magnetic dipoles cannot react quickly enough and so the core looks like
an open circuit to magnetic flux. Thus the core is not useful for magnetically
coupling signals above a few hundred megahertz. As mentioned, the dots
above the coils in Figure 7-8(a) indicate the polarity of the magnetic flux
with respect to the currents in the coils so that, as shown, V; and V5 will
have the same sign. Even if the magnetic polarity is not specifically shown
it is implied (see Figure 7-8(c)). There are two ways of showing inversion of
the magnetic polarity, as shown in Figure 7-8(d), where a negative number
of windings indicates opposite magnetic polarity.

The interest in magnetic transformers is, first, because it is a hybrid in
its own right. Also, we can realize configurations of magnetic transformers



382

MICROWAVE AND RF DESIGN: A SYSTEMS APPROACH

using coupled transmission lines and extend their operation to hundreds
of gigahertz. The transformer is easy to conceptualize so it is convenient
to first develop circuits using the transformer and then translate them
to transmission line form. That is, in “back-of-the-envelope” microwave
design, transformers can be used to indicate coupling, with the details of
the coupling left until later when the electrical design is translated into
a physical design. Restrictions must be followed as not all transformer
configurations can be translated this way. Also transformers consisting
of coils of wire, and perhaps ferrite cores to enhance magnetic coupling,
can rarely be used above 1 GHz because of losses. Practicalities will be
considered later in this chapter.
The following notation is used with magnetic transformer:

L1, Ls: self-inductances of the two coils

M: mutual inductance

k: coupling coefficients,
where the coupling factor is

M

= : (7.18)
VLiLo
Referring to Figure 7-8(e), the voltage transformer ratio is
Voo = nl, (7.19)

where n is the ratio of the number of secondary to primary windings. An
ideal transformer has “perfect coupling” indicated by k = 1, and the self
inductances are proportional to the number of windings, so

Vs | Lo
— =/ —. 7.2
1%l Ly (7.20)

The general equation relating the currents of the circuit of Figure 7-8 is
RIQ + ]WLQIQ + ]u}MIl = O, (721)

and so
ﬂ B _R—l—ijg

I JwM

If R <« wLs, then the current transformer ratio is

L L [L
L= (7.23)

Notice that combining Equations (7.20) and (7.23) leads to calculation of the
transforming effect on impedance. On the coil 1 side the input impedance is

(7.22)

\% Vo L L
Zin =5 =—7(7) = R—

= = . 7.24
Il IQ LQ L2 ( )
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@) (b)

Figure 7-9 Magnetic transformer hybrid with each coil having the same number of windings: (a) showing
general loading impedances, and (b) optimum loading to function as a 180° hybrid with Port 2 isolated

and the input at Port 1.

In practice, however, there is always some magnetic field leakage—not all
of the magnetic field created by the current in Coil 1 goes through (or links)
Coil 2—and so k < 1. Then from Equations (7.20)—(7.24)

Vi = gwLili + jwMI, (7.25)
0 RI> + jwLoIo + JwMI,. (7.26)

Again, assuming that R < wly, a modified expression for the input
impedance is obtained that accounts for nonideal coupling:

L
Zin = R + wli(1 - 4%). (7.27)
2

Imperfect coupling, k£ < 1, causes the input impedance to be reactive and
this limits the bandwidth of the transformer. Stray capacitance is another
factor that impacts the bandwidth of the transformer. The key insight,
however, is that a transformer implements resistance transformation. It can
also serve as a building block in developing the electrical design of many
types of hybrid circuits.

From an RF perspective, one of the main functions of the basic transformer
is as an impedance transforming balun. With a tap on the secondary
winding, hybrid and alternative balun structures can be obtained, as shown
in Figure 7-9 as a hybrid and in Figure 7-10 as a balun.

In the hybrid and balun circuits of Figures 7-9 and 7-10 the number of
windings of each coil (there are three in each structure) is the same. The
impedance levels given are those required for maximum power transfer
and directly indicate the impedance transformations of the structures.
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Figure 7-10 Operation of the magnetic transformer of Figure 7-9 as a balun.

Considering Figure 7-10 and equating powers,

1(2V)2 1V2

- 7.2
2 7y 27 (7.28)
2 1
- = 3% (7.29)
Zo = 4Zp. (7.30)

EXAMPLE 7. 2 Magnetic Transformer

Consider the magnetic transformer hybrid of Figure 7-9. Determine what type of hybrid this
is and calculate the impedance transformations. Assume ideal coupling (k = 1).
Solution:

Since there is ideal coupling here and each coil has the same number of windings,

(Vs—=Vy) = V; (7.31)
(V2—Vy4) = Vi. (7.32)
The current levels in the transformer depend on the attached circuitry. For this circuit to
function as a hybrid with Port 2 isolated, the current /> must be zero so that /3 and /4 are

equal in magnitude but 180° out of phase. The loading at Ports 3 and 4 must be the same.
Now V3 = 0, since I> = 0, and so Equations (7.31) and (7.32) become

Vs = Vi (7.33)
Vi = -V, (7.34)

so this circuit is a 180° hybrid.

To determine loading conditions at Ports 2 through 4 the following transformer equation
is used
V3 = ]szI;g + ]wMIl = ij3[4 (735)

where L is the inductance of Coil 2 and M is the mutual inductance. Now Iy = —V4/Zo,
and Ly = L3 = M since coupling is ideal, and V3 = V. So Equation (7.35) becomes
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V3 = ]WM(QIS — V3/Zo)

or
Va(1l+ jwM/Zy) = j2wMI3.

If jwM>Z, this reduces to
Zs = Va/Is = 2%.

From symmetry, Z4 = Z3. Also, Is = —1, = 11 /2.

This above result can also be argued from maximum power transfer considerations. The
argument is as follows. An impedance Zj is attached to coil 1 and this is an indication
that the Thevenin equivalent circuit attached to coil 1 has a Thevenin equivalent impedance
of Zyp. Maximum power transfer to the transformer through the coil requires that the
input impedance be Zy. In the ideal hybrid operation the power is split evenly between
the power delivered to the loads at Ports 3 and 4, since Vi = (V3 — Va) = (Vo — Vi)
and the power delivered to coil 1 is Vi?/(2Z). The power delivered to Z3 (and Zi) is
(Vs — Vo)%(223) = Vi2/225 = V2 /(42y). That is, Zs = 27y = Za.

The problem is not yet finished, as Z> must be determined. For hybrid operation, a signal
applied to Port 2 should not have a response at Port 1. So the current at Port 2, I3, should be

split between coils 2 and 3 so that I3 = —1>/2 = I4. Thus

Va=I70/2 = Va.

Now
V3—V2:V1:0:V2_‘/47
and so
Vo =Vy=—-122
or

Zy =Va/Iz = Zo.

The final 180° hybrid circuit is shown in Figure 7-9(b) with the loading conditions for

matched operation as a hybrid.

In the example above it was seen that the number of windings in the
coils are the same so that the current in Coils 2 and 3 are half that in Coil
1. The general rule is that with an ideal transformer the sum of the amp-
turns around the magnetic circuit must be zero. The precise way the sum is
calculated depends on the direction of the windings indicated by the “dot”
convention. A generalization of the rule for the transformer shown in Figure
7-9is

711[1 — 712[2 — 7’L3I3 = 0, (743)

where n; is the number of windings of coil j with current ;. The example
serves to illustrate the type of thinking behind the development of many RF
circuits. The emphasis on maximum power transfer provided an alternative,
simpler start to the solution of the problem. Yes, this can be difficult—
people write papers on ways of analyzing a new circuit element. This is
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why the technical literature is an important source of information for RF
and microwave engineers.

7.5 Hybrids

Previously, coupled transmission lines were examined and it was shown
how the coupling phenomenon can be exploited to realize a directional
coupler. In a sense, directional couplers are transformers that enable a
portion of a signal on one line to be coupled off. Hybrids are transformers
that combine or divide microwave signals among a number of inputs and
outputs. They can be implemented using distributed or lumped elements
and are not restricted to RF and microwave applications. For example, a
magnetic transformer is an example of a hybrid and is used in some audio
equipment to combine the output of two or more transistor stages and
to obtain appropriate impedance levels. Specific implementations will be
considered later in this chapter, but for now the focus is on their idealized
characteristics.

A hybrid is a special type of four-port junction with the property that
if a signal is applied at any port, it emerges from two of the other ports
at half power, while there is no signal at the fourth or isolated port. The
two outputs have specific phase relationships and all ports are matched.
Only two fundamental types of hybrids are used: the 180° and 90° hybrids.
A hybrid is a type of directional coupler, although the term directional
coupler, or just coupler, is most commonly used to refer to devices where
a small fraction of the power of an input signal is sampled. Also, a balun is a
special type of hybrid. The symbols commonly used for hybrids are shown
in Figure 7-11.

The ideal 90° hybrid, or quadrature hybrid, shown in Figure 7-11(c), has
the scattering parameters

1 -7 0 0 1
Soge = 7 10 0 | (7.44)
0O 1 —y 0

The 90° phase difference between the through and coupled ports is
indicated by —j. The actual phase shift between the input and output ports
depends on the specific hybrid implementation. Another quadrature hybrid
could have the parameters

0 7 10
1157001

Sgoo—ﬁlooj (7.45)
01 72 0

Recall the requirement of quadrature modulators that the local oscillator be
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Figure 7-11 Commonly used symbols for hybrids: (a) through and coupled ports;
(b) 180° hybrid; (c) 90° hybrid; and (d) hybrid with the isolated port terminated in a
matched load.

supplied as two components equal in magnitude but 90° out of phase. A
quadrature hybrid is just the circuit that can do this.

To convince yourself that Equation (7.45) describes a network that splits
the power, consider the power flow implied by Equation (7.45). The fraction
of power transmitted from Port i to Port j is described by |S;;|?. Consider
the power that enters Port 1. No power is reflected for an ideal hybrid, as
the input at Port 1 is matched, and so S;; = 0. Port 4 should be isolated so
no power will come out of Port 4, and so S4; = 0. The power should be split
between Ports 2 and 3, and these should be equal to half the power entering
Port 1. From Equation (7.45),

1 S 1 2
2 _ ] = — 2: e = —
| S| —<\/§|J|) 5 and |Sy <\/§|1|> 5 (7.46)

The power entering Port 1 is split in half, with half going to Port 2 and half
to Port 3.
The scattering parameters of the 180° hybrid, shown in Figure 7-11(b),
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are
0O 1 -1 0
1 1 0 0 1

51800—75 1 0 o0 1l (7.47)
0 1 1 0

and this defines the operation of the hybrid. In terms of the root power
waves a and b, the outputs at the ports are

b1 = (az —a3)/V2 (7.48)
by = (a1 + as)/V2 (7.49)
by = (—a1 + as)/V2 (7.50)
by = (ag +a3)/V2. (7.51)

Imperfections in fabricating the hybrid will result in nonzero scattering
parameters so that it is best to terminate the isolated port of the hybrid,
as shown in Figure 7-11(d), to ensure that there is no reflected signal, no a4,
entering the hybrid at the isolated port. Equations (7.48)—(7.51) show that
ports are interchangeable. That is, if a signal is applied to Port 3 then it is
split between Ports 1 and 4, and Port 2 becomes the isolated port.

A hybrid can be used in applications other than splitting the input signal
into a through and a coupled component. An example of another use is in
a system that combines or compares two signals, as in Figure 7-12. Here a
180° hybrid with the scattering parameters of Equation (7.47) is shown, with
its equivalence as a combiner and a comparator in Figure 7-12. With a signal
x(t) applied to Port 2 in Figure 7-11(b), and another signal y(t) applied to
Port 3, the output at Port 4 is the sum signal, z(¢) + y(¢), and the output
at Port 1 is the difference signal, z(¢) — y(¢). More common names for the
output ports (when the 180° hybrid is used as a combiner) are to call Port 4
the sigma or sum port often designated using the symbol X. Port 1 is called
the difference or delta port, A. Notice that if a signal is applied to the A port
it will generate out-of-phase outputs.

Since a 180° phase difference can be obtained at the output ports, a
180° hybrid can be used in the same manner as a balun. There can be a
subtle difference between a balun and a hybrid used as a balun. In many
applications, say in driving an antenna, the balanced output of a balun is just
one port. However, the nominally balanced output of a hybrid comprises
two ports, with each normally referenced to ground. So a hybrid used as a
balun has a pseudo-balanced output port.

7.6 Balun

A balun [118, 119] is a structure that joins balanced and unbalanced
circuits. The word itself (balun) is a contraction of the phrase balanced-
to-unbalanced transformer. It is a key component of RF and microwave
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Figure 7-12 A 180° hybrid depicted as a combiner (with output at the sum port, )
and as a comparator (with output at the difference port, A): (a) equivalence between
a 180° hybrid and a sum-and-difference hybrid; (b) the two inputs in phase; (c) the
two inputs 180° out of phase; and (d) the two inputs 90° out of phase.

communications systems. They are used in balanced circuits, such as
double-balanced mixers, push-pull amplifiers, and frequency doublers
[120]. Another application of a balun is in a system using RFICs, where
a balun transforms the differential outputs of an RFIC to unbalanced
microwave circuitry. There are many types of baluns [121, 122] with the
Marchand balun [118, 120, 123-125] being the most popular at microwave
frequencies, as it can be conveniently realized in planar or coaxial forms
[118].

Baluns can be realized using a directional coupler with a coupling factor
of 3 dB. One of the terminals of the input pair of terminals is grounded (and
so the circuit is unbalanced), whereas the output terminals can be floating
or balanced. With these connections the transformer is a balun. Examples
of where a balun is required is in feeding an antenna, in separating the
transmitted and received signals in a telephone handset, and in interfacing
the differential ports of an RFIC to single-ended (i.e., unbalanced) elements.
A general representation of a balun is shown in Figure 7-13. If an even-mode
excitation is applied to the balanced port (i.e., the signals at terminals B and
C have the same voltage to ground) no power is transmitted to the input,
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Figure 7-13 A balun: (a) as a two-port with four terminals; (b) IEEE standard
schematic symbol for a balun [117]; and (c) an (unbalanced) coaxial cable driving
a dipole antenna through a balun.
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Figure 7-14 Balun: (a) schematic representation as a transformer showing
unbalanced and balanced ports; and (b) connected to a single-ended unbalanced
amplifier yielding a balanced output.

and the even-mode output port impedance (at terminals B and C) is either
an open or short circuit (most often the balun is designed so that it is an open
circuit). If an odd mode is applied at the balanced ports, then all of the power
will be presented at the unbalanced port. In the reverse operation, a signal
applied to the unbalanced port will be split into two equal components (but
opposite in phase) at Ports B and C.

The schematic of a balun is shown in Figure 7-14(a) as a transformer
connected with one terminal of the unbalanced port grounded. The second
port is floating and is not referenced to ground. An example of the use of
a balun is shown in Figure 7-14(b), where the amplifier is called a single-
ended amplifier and its output is unbalanced, being referred to ground. A
balun transitions from the unbalanced input to a balanced output.

7.6.1 Marchand Balun

The most common form of microwave balun is the Marchand balun [124]
shown in symbolic form in Figure 7-15(a). An implementation of the
Marchand balun using coaxial transmission lines is shown in Figure 7-15(b),
[126], and an implementation in planar form using coupled parallel lines is
shown in Figure 7-16(a) [123]. Considering the planar form in Figure 7-16,
The balun has two single-ended ports with one being identified on the left
of Figure 7-16(a) and the other on the right with terminal z. The balun also
has a balanced port with characteristic impedance Rp.
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Figure 7-15 Marchand balun: (a) symbolic form; and (b) original coaxial form of
the Marchand balun.
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Figure 7-16 Marchand balun: (a) physical layout with balanced load
impedanceRp; and (b) S-plane highpass prototype.

The model of the Marchand baluns shown in Figures 7-15(b) and 7-16(a)
is the highpass model shown in Figure 7-16(b).!

The drawback of the conventional Marchand balun is that the center
frequency of the balun is actually the resonant frequency of the transmission
line resonators forming the balun. The overall size of a conventional
Marchand balun is determined by the transmission line sections, which
are one-quarter wavelength long at the balun center frequency. Network
synthesis can lead to miniaturized baluns by shifting the quarter-
wavelength frequency up while maintaining the balun center frequency.
This is presented in Section 13.2.

1 In network synthesis terminology, Figure 7-16(b) is the single-ended S-plane highpass

prototype, where S is Richards’ transformation described in Section 10.11. Network
synthesis of more advanced miniaturized Marchand baluns is presented in Sections 11.9.3,
13.2, and 11.9.
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Figure 7-17 Wilkinson combiner and divider: (a) two-way Wilkinson combiner/divider with Port 1 being
the combined signal and Ports 2 and 3 being the divided signals; (b) less cluttered representation of the
two-way combiner; (c) three-way Wilkinson combiner/divider with Port 1 being the combined signal and
Ports 2, 3, and 4 being the divided signals; (d) lumped-element implementation of a two-way combiner;
and (e)—(h) steps in the derivation of the input impedance of a Wilkinson divider.

7.7 Wilkinson Combiner and Divider

The Wilkinson divider can be used as a combiner or divider which divides
input power among output ports [127]. Figure 7-17(a) is a two-way divider
that splits the power equally between the output ports. Power applied at
Port 1 is split between Ports 2 and 3. A particular insight that Wilkinson
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brought was the resistor between the output ports and this acts to suppress
an unbalance between the output signals. If the division is exact, —3 dB
of the input power appears at each of Ports 2 and 3, and the phasing
matches, the signals are balanced, and no current will flow in the resistor.
The circuit works less well as a general-purpose combiner. Ideally power
entering Ports 2 and 3 would combine losslessly and appear at Port 1.
However, if the signals are not identical, power will be absorbed in the
resistor. A typical application is to combine the power at the output of two
matched transistors where the amplitude and the phase of the signals can be
expected to be closely matched. The bandwidth of the divider is limited by
the one-quarter wavelength long lines. However, the bandwidth is relatively
large, approaching +50% [127]. Arbitrary power ratios can also be obtained
[128-130].

The operation of the Wilkinson divider can be seen by deriving the input
impedance of the two-way Wilkinson divider driven at Port 1 (see Figure 7-
17(e)). Since the Wilkinson divider is driven the signals at Ports 2 and 3 will
be identical, so it is though the 27 resistor in the Wilkinson divider (Figure
7-17(a)) is not there. The input impedance of one of the quarter-wavelength
long section is

2
7, = W22) (7.52)
2o

and so the Wilkinson model reduces to that in Figure 7-17(f). The 27,
resistors are in parallel, resulting in the further model reductions in Figures
7-17(g) and 7-17(h). A similar analysis will show that Ports 2 and 3 are
matched (see an impedance of 50 (2). Treating one-quarter wavelength long
transmission line sections as an impedance inverter is key to understanding
many distributed passive components. The S parameters of the two-way
Wilkinson power divider with an equal split of the output power are

0 —3/V2 —y/V2
S=1|-yVvV2 0 0 . (7.53)
-)/V2 0 0

Figure 7-17(b) is a more compact representation of the two-way Wilkinson
divider which leads to the three-way Wilkinson divider shown in Figure 7-
17(d). This pattern can be repeated to produce N-way power combining.
The lumped-element version of the Wilkinson divider shown in Figure 7-
17(c) is based on the LC model of a quarter-wavelength long transmission
line segment. Using only a single element results in a relatively simple
circuit. With a 50 €2 system impedance and center frequency of 400 MHz,
the elements of the lumped element are L = 28.13 nH, C; = 5.627 pE, C5 =
5.627 pF, and R =100 €2. Improved bandwidth of the divider can be obtained
using the network synthesis techniques described in Chapters 10 and 13.

Figure 7-18(a) is the layout of a direct microstrip realization of a Wilkinson
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Figure 7-18 Wilkinson combiner and divider: (a) microstrip realization; and (b) higher performance
microstrip implementation.
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Figure 7-19 A broadband RF balun as coupled lines wound around a ferrite core: (a) physical realization;
and (b) equivalent circuit using a wire-wound transformer.

divider. The obvious problem is how to incorporate the resistor. As long
as the resistor is placed symmetrically this is not as severe a problem as it
would initially seem, as power is not dissipated in the resistor unless there
is an imbalance. A higher-performance microstrip layout is shown in Figure
7-18(b), where the transmission lines are curved to bring the output ports
near each other so that a chip resistor can be used.

7.8 Transmission Line Transformer

One of the challenges in RF engineering is achieving broadband operation
of transformer structures from megahertz up to several gigahertz. In
this section, several structures are presented that operate as magnetic
transformers at frequencies below several hundred megahertz, but as
coupled transmission line structures at high frequencies. A transformer that
achieves this is shown in Figure 7-19(a).

At high frequencies the stray capacitance between the windings becomes
part of the transmission line capacitance. At several hundred megahertz
the ferrite core does not respond to the signal and the magnetic circuit
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through the core appears as an open circuit. Then, since the transformer
is not operating as a magnetic transformer anymore, magnetic leakage is
inconsequential. Also, at high frequencies the wire transmission lines are
closely coupled. Transformers with bandwidths from megahertz to several
gigahertz can be realized in the same manner. They find use in cable systems
and instrumentation.

7.8.1 Transmission Line Transformer as a Balun

The schematic of a broadband 1:1 RF balun is shown in Figure 7-19(b) and a
realization of it is shown in Figure 7-19(a). The 1:1 designation indicates that
there is no impedance transformation. The circuit equations describing this
balun are

Vo = Vpeos(BL) + )1y Z, sin(0) (7.54)
I, = Tycos(Bl) + j% sin(50) (7.55)

and
Vy = I, R. (7.56)

The aim in the following is the development of a design equation that
describes the essential properties of the structure. Substituting Equation
(7.56) in Equations (7.55) and (7.54) leads to

Vo = Vp [cos(ﬁé) + j% sin(ﬁ@)] (7.57)
7 R .
I, = 7 [cos(ﬁ() + jZ—O sm(ﬁf)} . (7.58)

Choosing Z, = R yields
V =V, = Vpe?? = Vpe?Pt | (7.59)

and so
Zin = R. (7.60)

This analysis is idealized, as parasitics are eliminated (mainly parasitic
capacitances), but the above equation indicates that the essential function of
the structure is as a balun (determined by the structure) with no impedance
transformation.

The transformer arrangement shown in Figure 7-19(b) is of particular
interest, as it can be realized using coupled transmission lines.
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Figure 7-20 Schematic of a 4:1 transformer.
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Figure 7-21 A transmission line form of the 4:1 impedance transformer of Figure
7-20.

7.8.2 Impedance Transformer

By changing the number of windings or altering the connection of the
transformer terminals it is possible to achieve impedance transformation. A
4:1 impedance transformer is shown in Figure 7-20. A specific arrangement
of the primary and secondary windings put this into what is called the
transmission line form, shown in Figure 7-21. Now

Vo = Vicos(BE) + 31, Z, sin(GY) (7.61)
I, = I,cos(