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FOREWORD

Fifteen years have passed since I was asked to write the Foreword to the first edition of
this book. Much has happened since that time in the fields of application addressed by
this edition. For example, the design and technology of integrated microwave circuits
(MMICs) have matured for both military applications and commercial applications
such as found in communication systems. Wireless technology is now in full bloom.
Silicon technology for active devices is complemented by gallium arsenide, SiGe, and
MOS technologies for the microwave bands. Solid-state active devices are routinely
being manufactured for higher power and frequency applications and for lower noise
performance.

This second edition, a vastly expanded and revised version of the first edition, pro-
vides the engineer with the necessary additional data and design tools to best enable him
or her to address the new requirements introduced by these technological developments.
Five new chapters have added for this purpose.

The book begins with an introductory review chapter entitled “RF and Microwave
Systems.” It covers a variety of topics ranging from Maxwell’s equations to RF
wireless/microwave/millimeter-wave applications, analog and digital requirements,
basic RF transmitters and receivers, and CAD for nonlinear circuit analysis, among
others.

The next chapter, “Lumped and Distributed Elements” pertains to the frequency
range from the RF band up through the millimeter bands. Over this huge frequency
expanse, circuit elements exhibit a continuous transition in circuit behavior from that
of lumped elements to that of distributed components. Understanding this behavior is
of particular importance in broadband designs.

The third chapter, “Active Devices,” is by far the largest chapter in the book. It
covers in considerable detail all essential active microwave devices including diodes,
bipolar transistors, field-effect transistors (FETs) and their variants such as MOSFETS
and HEMTs. The small- and large-signal properties, modeling, and applications of
these devices are addressed. More than 200 device-related equations are presented,

XV



XVi FOREWORD

presumably enough to meet the needs of any designer. Also a subchapter on foundry
requirements has been added.

It is safe to say that most applications of active devices consist of networks of two
or more ports and their interconnections. Chapter 4, “Two-Port Networks,” presents the
tools needed for RF/microwave design based on two-port networks and, in addition,
three- and four-port networks. Four-port parameters, for example, are necessary for the
design and characterization of differential circuits that are common to communication
circuits. Design considerations for power and current/voltage gain amplifiers, and their
stability and noise performance also are addressed. Numerous examples are presented
to demonstrate the utility of multiport parameters.

The next chapter entitled “Impedance Matching” complements Chapter 4 and fol-
lows, more or less, the traditional approach to impedance matching involving both
lumped and distributed elements. Both analytic and graphical (Smith Chart) methods
are illustrated. Many examples are chosen to illustrate the matching techniques.

Chapter 6, “Microwave Filters,” is a welcome addition to the this text. Filters are
crucial components of nearly every microwave system, whether it is a radar system or a
cell phone transmitter. Much has been written about filter design in the literature hark-
ing back over nearly a century. Filters now are designed by a variety of methods ranging
from the purely classical analytic approach, such as the Butterworth method, to tech-
niques based on element optimization by computers. This chapter exploits the former
approach. Low-pass, band-pass, and high-pass filter designs based on the Butterworth
and Chebyshev response are described as are the Richards and Kuroda Transformations
for transmission line filters. Numerous examples are used to illustrate these analytic
approaches.

The next chapter addresses noise in linear two-ports and is a vastly enhanced version
of the corresponding chapter in the first edition. One of the new features is a detailed
treatment of the noise correlation matrix approach to noise analysis. This technique is
particularly suited to computerization since noise matrices can be treated like two-port
signal matrices, and can be intermixed with the latter. The noise matrix approach is
a general scheme applicable to both linear passive and active devices. Examples of
application to bipolar and field-effect transistors are included. An exhaustive set of
equations is presented which should fulfill the needs of most designers.

Chapters 8 and 9, entitled “Small and Large-Signal Amplifier Design,” and “Power
Amplifier Design,” respectively reflect the important advancements made in the wire-
less industry, both in circuit design and in circuit integration based on planar solid-state
technology.

The next chapter on oscillators is a complete rewrite and expansion of the corre-
sponding chapter in the previous edition. The most recent frequency and time domain
analytic techniques have been applied. Strong emphasis is given to power optimization
and noise analysis. To complement this chapter, an extensive bibliography of more
than 180 references has been included.

Chapter 11, “Microwave Mixer Design” also has been broadened and now has a
new subchapter that deals with the mathematics of mixer noise for two types of FETs.
Also the use of CAD in mixer design is illustrated. The bibliography has been extended
to reflect these additions.

Chapter 12 is a new chapter covering pin diodes and switches and attenuators based
on them. FET switches also are covered. The final chapter on microwave CAD is
essentially identical to the last chapter of the previous edition.



FOREWORD Xvii

My objective has been to describe the salient features of this second edition. How-
ever, only a personal examination of the book will convey to the reader the broad
scope of its coverage and how well it succeeds in addressing the changing needs of
the microwave field and the communications industry.

The authors are to be commended for their efforts in this endeavor. This volume
will be an asset to the designer’s bookshelf.

RoBERT A. PucEL, Sc. D.
RCP Consultants

April, 2005






PREFACE

Approximately 15 years have passed since the first edition of this book, which was
well received by both graduate schools and industry. While the basic principles of
physics and mathematics have not changed, today’s technology has provided us with
huge opportunities to improve the circuit design for linear and nonlinear techniques. In
addition, we felt it would be useful to streamline the book by following the concepts
of systems and their requirements at microwave frequencies, showing the transition
between lumped and distributed elements, and the new exciting devices, particularly
the silicon-germanium transistors and the low-cost BiCMOS technology, which is
competing heavily with gallium arsenide and seems to be winning in many wireless
applications. The cutoff frequencies for modern transistors are in excess of 200 GHz,
with low noise figures and low-voltage operation. Practical oscillators can now be made
up to 70 GHz. For higher power applications gallium arsenide FETs are over 100 W,
and LDMOS devices are also available for frequencies up to 3 GHz. The future looks
very bright for lower noise, higher power, and higher frequencies as the technology
continues to improve at a very rapid pace.

In streamlining the book, we now offer a separate chapter on two-port networks and
all of their characteristics followed by two new chapters, one on matching networks and
an extensive one on RF microwave filters, including silicon-based filters for cellular
telephone applications.

The noise in the linear two-ports chapter has been extended by showing temperature-
dependent noise and detailed derivations of noise figure for both bipolar and FETs.
The small-signal amplifier and power amplifier chapters have incorporated the latest
designs and circuit choices, including linearization.

The oscillator chapter has been extended to include BICMOS and SiGe HBT oscil-
lators suitable for high integration, and modern noise reduction circuits have been
added. Also, time-domain analysis for startup conditions have been incorporated. The
microwave mixer section has been extended with a wealth of new designs.

Consistent with the industry’s needs, there is also a new chapter on RF switches
and attenuators. As in the first edition, we close the book looking at and using modern
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XX PREFACE

design software, realizing this field constantly changes by offering better and faster
software tools, although the basic capabilities remain the same.

Most of the software tools in this book came from Ansoft. There are three stu-
dent versions downloadable from their website. Other companies may also provide
demonstration versions free of charge.

Of course, there have been numerous contributions by many people to this work,
which took much longer than expected. Engineers from Synergy Microwave and
Motorola have contributed generously. Professors from all over the world have given
input, including Tim Healy, Robert Owens (who also wrote Chapter 6 on filters),
Allen Sweet, and Martin Grace of Santa Clara University; G. R. Branner of UC Davis;
Tom H. Lee of Stanford University; Ali Niknejad and Robert Broderson of UC Berke-
ley; Jose Carlos Pedro of University of Aveiro (Portugal); and Steve Long of University
of California Santa Barbara (UCSB). Important inputs from industry were provided by
Klaus Aufinger of Siemens (Germany); Steve Kovacic of SiGe (Canada); Rene Dou-
ville of CRC (Canada); Dipak Patel of Philips; Kirk Laursen of Oepic; Mike Zybura
of RFMD; Jim Cochrane of Infineon; Jon Martens of Anritsu; Karl Niclas of Watkins
Johnson; Paul Khanna of Agilent/Celeritek; Li-Wu Yang and Tanhua Wu of RFIC;
Greg Zhou of MWT; Edison Fong of Motorola; Harpreet Randhawa and Pat Tesera
of Ansoft; Peter Sturzu (consultant); Mike Bailey of Filtronics; Larry Dunleavy and
Tom Weller of Modelithics; Al Ward, Biniam Ayele, and Rich Ruby of Agilent; and
finally Ken Kawakami of Avnet (who wrote Appendix E). Several students assisted
in putting the book and solution manual in final form, including Chi-Chung (Calvin)
Chien, Hu-Sun (Luke) Huang, and Francisco Madriz.

The 13 chapters were written as follows: Vendelin—Chapters 1, 2, 4, 5, 6 (Owens),
8, and Appendices D and E (Kawakami); Pavio—Chapters 9, 11, and 12; Rohde—
Chapters 3, 7, 10, Section 11.10, 13, and Appendices A, B, C, and F.

As always, Wiley has been a joy to work with through the leadership, patience, and
understanding of George Telecki. Coordinating the efforts of three IEEE Fellows is a
monumental task, fitting to the scope of this second edition.

Finally, we would like to thank Dr. Robert A. Pucel, one of the greatest pioneers
in microwave circuit design and a good friend to have. He thoroughly reviewed both
the first edition of this book and now 15 years later the second edition.

GEORGE D. VENDELIN
ANTHONY M. Pavio
ULRrIcH L. RoHDE
Saratoga, California
Phoenix, Arizona

Paterson, New Jersey
April, 2005



CHAPTER 1

RF/MICROWAVE SYSTEMS

1.1 INTRODUCTION

This book is similar to many well-known texts in the field [1.1-1.12]; they all have
a different slant on the same engineering topics, that is, radio-frequency (RF) and
microwave circuit design, from an intuitive and engineering point of view. This book
was first written in 1982 [1.13] using only linear techniques, which is out of print, and
was later augmented in 1990 [1.14] including both linear and nonlinear techniques.
This second edition is an attempt to update the technology to include all of the very
latest engineering tools, particularly the best of modern microwave computer-aided
design (CAD), which is always in a state of rapid advancement.

The audience is both graduate students of RF/microwave courses and practicing
engineers in this industry. We expect you have already mastered the fundamentals
(component definitions for amplifiers, oscillators, and mixers; two-port network theory;
power gains; Smith chart matching; direct current (dc) biasing; etc.), but these are also
included in the text for careful review. Prior to using the CAD tools, the practicing
engineer should be able to do general RF/microwave problems with a calculator and
Smith chart. The CAD software is only a check on the engineer’s design and in some
cases an enhancement to the basic design. This entire process is only as good as the
nonlinear models provided by the device manufacturers, which is a work in progress
that improves every year.

This textbook is used in a four-quarter graduate sequence taught at Santa Clara
University by one of the authors:

Fall: Fundamental Design—no CAD, Active Microwave Devices I (ELEN 711)

Microwave Circuit Design Using Linear and Nonlinear Techniques, Second Edition
by Vendelin, Pavio and Rohde
Copyright © 2005 John Wiley & Sons, Inc.
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Winter: Linear Design (S Parameters with CAD), Active Microwave Devices 11
(ELEN 712)

Spring: Nonlinear Design (ELEN 714)
Summer: Advanced Nonlinear Design (ELEN 719)

This is often followed by thesis units, publications, papers, Ph.D. programs, and so
on. The emphasis is always on understanding why CAD is working so well when
the engineer understands the basic principles of circuit design with accurate nonlinear
models. An excellent example of this will be shown in Chapter 8§, where lossless
feedback amplifiers are discussed, which was an extra credit problem in the spring
quarter of 2002.

A book of this magnitude must begin with a brief history of the nineteenth-
and twentieth-century communications achievements, which are tabulated in
Table 1.1 [1.15]. While key scientific events occurred over a century ago, the present
digital wireless era was demonstrated in 1962 and introduced commercially in 1988.

From a solid-state device perspective, the key events were the inventions of the
bipolar junction transistor (BJT) and GaAs MESFET, which are even today the heart
of electronics. The Ge BJT was quickly replaced by the Si BJT due to temperature
considerations and the discovery of SiO; (the planar process). Bell Labs accidentally
discovered the Ge BJT while attempting to build a variable resistor, or field-effect
transistor (FET).

The first solid-state X-band radar was developed by Texas Instruments during the
period 1966 to 1970 under contract to Wright Patterson Air Force Base [1.16]. This

TABLE 1.1 Historical Events in Communications

Event Names Year
Maxwell’s equations James Clerk Maxwell 1873
Invention of telephone Alexander Graham Bell 1876
Validation of Maxwell’s theory Heinrich Hertz 1891
Transatlantic communications Guglielmo Marconi 1901
Galena (lead sulfide) detector J. C. Bose 1901 (Patent filed)
Superheterodyne receiver Edwin H. Armstrong 1917
X-band radar MIT Radiation Labs 1942
Invention of transistor John Bardeen, William Brittain, and 1947
William Shockley, Bell Labs
Digital voice transmission ATT 1962
Invention of GaAs C.A. Mead Cal Tech 1965

metal—semiconductor field-effect
transistor (MESFET)

First solid-state X-band radar Texas Instruments 1970
First GaAs MESFETs in satellites SPAR/CRC 1975
Analog cellular radio ATT/Motorola 1983
Digital cellular radio ATT 1988
Digital personal communication Europe/Qualcomm 1993

service (PCS) radio code division
multiple access (GSM/CDMA)

WCDMA (wide-band CDMA) 4G~ Mobile Internet 2000
CDMA Networks
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contract, which was called the MERA program (Microwave Electronics Radar Appli-
cations), revolutionized microwave engineering, providing new insights into the use of
hybrid microwave integrated circuit (MIC) construction using microstrip transmission
lines on alumina, after determining silicon would never succeed in this role. This is a
phased array antenna which is pointed by the phase shifters preceding the 1-W trans-
mitters, 640 of them. This was replaced in the 1990s by GaAs MESFET modules by
Raytheon and Texas Instruments for the BMDO [Ballistic Missile Defense Operation
for ground-based radar (GBR)] when 60,000 units were shipped about 1996 [1.17].
The first introduction of GaAs MESFETs into space deserves some comments. At
this point in time (1973), two major companies were producing devices with about
2 wm gate lengths, Fairchild and Plessey, at a price of about $500 each. A satellite
was about to be launched in 1975 by SPAR, which hired Communications Research
Center CRC (Canada), which selected the new MESFETs from both suppliers, to design
the low-noise amplifier (LNA). The first purchase of space-qualified GaAs MESFETs
was 23 devices for $40,000 from Fairchild. These were all burned out in 2 months
due largely to electro static discharge (ESD) problems, so they purchased an entire
wafer next. To shorten the story, which is documented in Refs. 1.18 and 1.19, both
suppliers provided transistors for five- or six-stage amplifiers (see Fig. 1.1) with 26 dB
gain and 10 dB noise figure at 12 GHz [300 MHz bandwidth (BW)], and two satellites
were launched in 1975; the project was a complete success, with a lifetime of about
3 years [1.20] for the Plessey amplifier; the Fairchild amplifier never turned on due to
switching problems in the satellite. The circuits were made on 25-mil polished alumina
with TiW/Au metal 6 pm thick. The resistance of the TiW was 50 Q/square. Some
photographs of these amplifiers, which were used in the world’s first direct broadcast
TV satellite, which was launched in Australia in late 1975, are shown in Figure 1.1.
Turning to cellular telephone, analog cellular systems introduced in 1984 are com-
monly referred to as first-generation systems. The digital systems currently in use, such
as GSM, personal digital cellular (PDC), CDMAOne (IS-95), and US_TDMA (IS-136),
are second-generation systems. These systems serve both voice communications and
other services such as text messaging and access to data networks. Third-generation
systems are designed for multimedia communication: With these person-to-person
communication can be enhanced with high-quality images and video, and access to
information and services on public and private networks will be enhanced by the
higher data rates and new flexible communication capabilities of third-generation sys-
tems. WCDMA technology has emerged as the most widely adopted third-generation
air interface. Its specification has been created in 3GPP (the Third Generation Part-
nership Project). Within 3GPP, WCDMA is called UTRA (Universal Terrestrial Radio
Access), FDD (Frequency Division Duplex), and TDD (Time Division Duplex). The
differences between WCDMA FDD and WCDMA TDD are explained in 1.21.
Consumer surveys have shown that extra features added to cell phones are secondary
while voice performance and cost are primary. Secondary features include video, digital
pictures, Internet browsing, and so on, which obviously add to the cost. Customers want
“Zero-G,” which could be defined as voice only, with minimum cost. Forget the bells
and whistles; it is voice only, nothing else is of any interest to the average consumer
at the time of this writing. New revolutions in cellular telephone are needed to bring
the cost down, and these are in progress.
Another way of expressing the present state of complementary metal—oxide—
semiconductor (CMOS) technology is the cost of a 40 x 40-mm silicon chip in
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FIGURE 1.1 First GaAs MESFET amplifiers for 12-GHz satellite application for direct broad-
cast TV. (Courtesy of Rene Douville [1.18-1.20].)

high-volume production: 10 cents, insignificant for the RF portion. When the cellular
RF analog transceiver has been reduced to this small size, the digital content, case, and
antenna will become the virtual cost of the mobile telephone, which will be hopefully
within the reach of most of the world.
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Of course, there is also a great deal of RF/microwave engineering going on today
for the entertainment industry, largely digital TV, the next consumer product. The
integration of analog and digital functions on the same silicon chip is expected to
significantly reduce costs for all consumer products.

Almost 100 years ago the simplest radio receiver was the crystal radio receiver
shown in Figure 1.2, which uses no battery. The diode (or crystal) demodulates the
amplitude-modulated (AM) carrier to excite the headphones into sound. This circuit is
also called “the foxhole radio” because of its use during World War II. In this case
the components were the antenna (a length of wire), the LC tank, the detector, which
was made from pencil lead touching a Gillette razor blade, and a headphone set. The
capacitor of 1000 pF in parallel with the headphones is an RF ground for the carrier
frequency. The headphones detect the envelope of the received signal, which is the
desired information. This type of receiver is the simplest of all, and there are numerous
web sites which can sell you one for your evaluation.

A similar invention which also uses no battery is the telephone [1.22]. The detector
is a diaphragm which transmits sound to the human ear drum, which has a thresh-
old sensitivity of one hydrogen atom displacement [1.23], where the frequency is
roughly 5 kHz.

The frequency spectrum of a receiver is shown in Figure 1.3, where the image signal
may also produce an unwanted IF output, so the image should be filtered. The image
signal is the mirror image of the desired RF signal.

The radio is a tuned resonant tank circuit at the carrier frequency, which maximizes
the input voltage to the heterodyne receiver shown in Figure 1.4. The incoming signal
is converted to a lower intermediate frequency (IF) by the local oscillator (LO), where
the pertinent mathematics is

cosacos B = 0.5cos(a — B) + 0.5cos(a + B)
= 0.5 cos(wrrt) + 0.5 cos(wrpt + wrot) (1.1)

¥~ Long wire for AM band L: Approx. 250 uH
C: Approx. 40-400pF to tune AM band

I Headphones need to be high-Z (> a few kQ)
C

gl

%7 ¥—_  Need a good connection to earth ground for best results
(The ground terminal of an AC power outlet often works okay, but
be sure to hook things upright, or there could be some measure of
unpleasantness)

FIGURE 1.2 Crystal radio receiver or Foxhole Radio [1.12].

0000

LO
M RF
IF A T
0 T s > |

FIGURE 1.3 Frequency spectrum of radio receiver.
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Antenna
Mixer
™
|
LNA Load
LO =

(a) Heterodyne receiver, if f; o = fgp, homodyne or direct-conversion receiver

I First mixer Second mixer

BPF LNA BPF BPF IF BPF IF BPF Audio
HPA

Load

First LO Second LO -
(b) Superheterodyne receiver

FIGURE 1.4 Heterodyne receiver, single-conversion superheterodyne receiver, double-con-
version superheterodyne receiver [1.26].

where o and B are the RF and LO frequencies. The frequency spectrum is shown in
Figure 1.3, where the image signal may also produce an unwanted IF output, so the
image should be filtered. The image signal is the mirror image of the desired RF signal.

The basic heterodyne receiver invented by Armstrong in 1917 is given in Figure 1.4.
The modulated carrier is amplified, converted to an IF, demodulated, and amplified at
baseband (audio). This gives a single tuning control (the LO) and allows high gain
and selectivity at the IF. A superheterodyne receiver has two (or more) mixers, so the
frequency is converted once or twice to a lower frequency. Most of the gain is done
at the first or second IF, where the cost is generally lower.

Most electrical engineers have worked in various aspects of RF or microwave design.
This book is addressed to the designers of these circuits. The circuits are organized
into three frequency ranges:

RF 1 MHz (or less) to 1 GHz
Microwave 1-30 GHz
Millimeter wave 30-300 GHz (or higher)

The word wireless was used by Marconi in 1901, and it reoccurred as a replacement
for the word radio in about 1991. The design techniques tend to be different for these
three groups, but there are many similarities. A single CAD package such as Ansoft
Design Suite (which is provided in the jacket of this book), Agilent ADS (Advanced
Design System), or Advanced Wave Research (AWR) Microwave Office (MWO) may
be used for all three groups.

Another summary of wireless applications is given in Table 1.2 [1.24]. These appli-
cations include all three frequency groups as well as communications, radar, navigation,
remote sensing, RF identification, broadcasting, automobiles and highways, sensors,
surveillance, medical, and astronomy and space exploration.
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TABLE 1.2 Wireless Applications [1.24]

1. Wireless communications: space, long-distance, cordless phones, cellular telephones, mobile,
PCS, local-area networks (LANSs), aircraft, marine, citizen’s band (CB) radio, vehicle, satel-
lite, global, etc.

2. Radar (standing for radio detection and ranging): airborne, marine, vehicle, collision avoid-
ance, weather, imaging, air defense, traffic control, police, intrusion detection, weapon
guidance, surveillance, etc.

3. Navigation: microwave landing system (MLS), global positioning system (GPS), beacon,
terrain avoidance, imaging radar, collision avoidance, auto-pilot, aircraft, marine, vehicle,
etc.

4. Remote sensing: Earth monitoring, meteorology, pollution monitoring, forest, soil moisture,
vegetation, agriculture, fisheries, mining, desert, ocean, land surface, clouds, precipitation,
wind, flood, snow, iceberg, urban growth, aviation and marine traffic, surveillance, etc.

5. RF identification: security, antitheft, access control, product tracking, inventory control,
keyless entry, animal tracking, toll collection, automatic checkout, asset management, etc.

6. Broadcasting: amplitude- and frequency-modulated (AM, FM) radio, TV, direct broadcast
satellite (DBS), universal radio system, etc.

7. Automobiles and highways: collision warning and avoidance, GPS, blind-spot radar, adaptive
cruise control, autonavigation, road-to-vehicle communications, automobile communica-
tions, near-obstacle detection, radar speed sensors, vehicle RF identification, intelligent
vehicle and highway system (IVHS), automated highway, automatic toll collection, traf-
fic control, ground penetration radar, structure inspection, road guidance, range and speed
detection, vehicle detection, etc.

8. Semsors: moisture sensors, temperature sensors, robotics, buried-object detection, traffic
monitoring, antitheft, intruder detection, industrial sensors, etc.

9. Surveillance and electronic warfare: spy satellites, signal or radiation monitoring, troop
movement, jamming, antijamming, police radar detectors, intruder detection, etc.

10. Medical: magnetic resonance imaging, microwave imaging, patient monitoring, etc.

11. Radio astronomy and space exploration: radio telescopes, deep-space probes, space moni-
toring, etc.

12. Wireless power transmission: space-to-space, space-to-ground, ground-to-space, ground-to-
ground power transmission.

At low frequency, we use lumped components with transistors and diodes as needed,
that is, R, L, and C. When the components become about A/8 long, about 500 MHz to
1 GHz, we may add transmission line components (usually microstripline) in addition
to lumped components. The transition from lumped elements to distributed elements
will be covered in Chapter 2. When the free-space wavelength becomes less than 1 mm
(millimeter wave), the designers are usually forced to use distributed transmission
line elements where possible. Other forms of transmission are also used due to the
limitations of transverse-electromagnetic (TEM) stripline/microstripline transmission
lines [1.25], such as waveguides, surface modes, slotline, coplanar waveguide, inverted
microstripline, and suspended microstripline [1.26]. The geometry for these forms
of TEM, transverse-electric (TE), and transverse-magnetic (TM) lines is given in
Figure 1.5. It is useful to keep in mind that two wires (or conductors) are needed for
TEM and only one conductor is required for TE and TM waves, which are generally
at higher frequencies.
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Transmission Lines
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FIGURE 1.5 Geometry for microwave transmission.
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FIGURE 1.6 Lumped-element equivalent circuit of transmission line.

Transmission lines may be modeled as in Figure 1.6, which leads to the telegrapher
equations, which are a time-domain description of the line:

dv(z, 1) al(z, 1)
=—RI(z,t) — L———— 1.2
oz @0 o1 (12
al(z, 1) v(z, 1)
——— =—-Gv(z,1) - C 1.3
0z v o1 (12
For sinusoidal steady-state conditions, this may be simplified to
dV(z) .
=—(R+ jolL)I(2) (1.4)
dz
dl(z .
@) =—(G+ joC)V(z) (1.5)

dz
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which is noted to be very similar to Maxwell’s curl equations:

VXE=—jouH (1.6)
V x H = jweE (1.7)

Combining the telegrapher equations leads to

d*V (z)
iz V@ =0 (1.8)
d*1(2) ) _
e I1(z) =0 (1.9)
where
y=a+jB =R+ joL)(G + joC) (1.10)

is the complex propagation constant, which is a function of frequency. Traveling-wave
solutions can be found as

V(z) =V, e 7"+ Ve (1.11)
I1(z) = Ig'eﬂ”'Z +Iyer* (1.12)

With a few more steps, we may obtain the voltage waveform in the time domain as
Vi(z, 1) = |V, | cos(wt — Bz + ¢ )e ™ + |V, | cos(wt + Bz + ¢ e ** (1.13)

where ¢ is the phase angle of the complex voltage Voi. The wavelength on the line is
A= — (1.14)

and the phase velocity is
v, =— =Af (1.15)

where the actual time delay must be calculated using the group velocity, defined by

dw

=% (1.16)

Vg

For a TEM wave, these two velocities are the same.

Some useful design aids for the microstripline case are given in Figures 1.7 and 1.8,
which are the solutions provided by Wheeler in 1965 for wide and narrow lines [1.27].
These curves allow you to calculate the characteristic impedance and effective dielectric
constant for the TEM mode and hence to draw the mask for your design. Many
examples of this procedure will be given in this book.

There are many books which treat the solution to transmission line problems, but
they all eventually lead to the Smith chart, which is the primary circuit design tool
for these problems. The use and applications of the Smith chart will be described in
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6] x Wide strip formula
o Narrow strip formula

FIGURE 1.7 Characteristic impedance for (a) narrow and (b) wide microstripline [1.27].

detail in Chapter 5, where we find that graphical solutions provided by Smith charts
are much more intuitive and faster than the analytic solutions provided from algebra.

Maxwell’s equations become more useful as the frequency range exceeds 30 GHz,
and the solutions to three-dimensional electromagnetic (3D EM) problems have now
become a valuable engineering design tool, although improvements are needed in accu-
racy, speed, and cost. Examples of this software are Ansoft Maxwell and HFSS (High
Frequency Solid Simulator), Sonnet, Zeland, and so on. Both Z%D and 3D solutions
are available from EM simulators, where 2%D is faster but 3D is more accurate.

1.2 MAXWELL’S EQUATIONS

All forms of modern communications are based upon Maxwell’s equations, which are
treated in numerous textbooks [1.26—1.29]. These four equations are

3B
VxE=—— (1.17)

at

3D
VxH=—-""17 (1.18)

ot
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F X Wide strip formula
o Narrow strip formula
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FIGURE 1.7 (b) Characteristic impedance for wide microstripline. (continued)

VB = (1.19)

VD = (1.20)

®| <@

These equations are also known as Faraday’s law, Ampere’s law, and Gauss’s laws.

An interesting interpretation of these laws is shown in Figure 1.9, where physical
examples of four antennas are shown to obey Maxwell’s equations. The first equation is
illustrated in Figure 1.9a, where a circular alternating current (ac) electric field requires
an ac magnetic field. This is known as a loop antenna or electric antenna. The dual is
shown in Figure 1.9b, which is a circular loop antenna or a magnetic antenna. Again,
the circular ac magnetic field requires an ac electric field. The half-wavelength dipole
antenna illustrates Gauss’s law for electric charge, as given in Figure 1.9¢. The electric
fields terminate on charges only. The distribution of fields along the length of the dipole
give a current, or H, maximum at the center and a voltage, or £, maximum at the
open-circuited ends of the antenna. The final equation is illustrated in Figure 1.9d by a
ferrite rod antenna. An air coil does not disturb the uniform H field, but a high micro
ferrite inside the coil will attract the H fields inside the ferrite but there is no source of
magnetic fields. Thus, the four Maxwell equations have been demonstrated by simple
antenna examples.
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FIGURE 1.8 Effective dielectric constant for (@) narrow and (b) wide microstripline [1.27].

1.3 RF WIRELESS/MICROWAVE/MILLIMETER-WAVE APPLICATIONS

The primary applications of the three frequency groups are essentially the same:
communications receivers and transmitters (or transceivers). The simplest example to
envision is your cellular telephone at 850 MHz or 1.85 GHz. The essential components
are the amplifiers, oscillators, and mixers, which will be covered in detail in this book.
The complete derivations may be found in the references, but the necessary formulas
are given in each chapter when appropriate.

The amplifier, oscillator, and mixer functions will use the lowest cost transistors
which satisfy the specifications: including Si BJTs, GaAs MESFETs, AlGaAs PHEMTs,
InGaP PHEMTs, SiGe HBTs, AlGaAs HBTs, InP HBTs, Si CMOS transistors, and Si
LDMOS transistors, and the list continues to expand.

The oscillators use the same low-cost transistors with the additional requirement of
low phase noise. The material properties and manufacturing methods presently favor
silicon-based devices due to lower 1/f flicker noise, but this could change quickly.
Designers of amplifiers and oscillators are usually the same engineers using the same
software, transistors, and circuit technology; however, oscillator designers also need
a high-Q resonator. These oscillator designs may also be approached from a linear
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FIGURE 1.8 (b) Effective dielectric constant for a wide microstripline. (continued)
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FIGURE 1.9 Four antennas illustrating Maxwell’s four equations: (a) electric, (b) magnetic,
(c) dipole, and (d) ferrite rod antennas.
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S-parameter viewpoint; however, a more complete design requires a nonlinear CAD
solution. This will be shown in Chapter 10.

The basic cellular RF wireless transceiver is shown in Figure 1.10 [1.30]. The cir-
cuits are basically the same for both analog and digital modulation, with most customers
moving to digital modulation [time division multiple access (TDMA), frequency divi-
sion multiple access (FDMA), and CDMA, which is explained later]. The transceiver
is also the same in all frequency bands, even at 100 GHz [1.31].

The cellular telephone is a full duplex transceiver, meaning the send and receive
functions are both on all of the time. Starting at the antenna, there is a duplex filter
which feeds the receiver, which consists of a preamplifier, an additional filter, and a
mixer. The duplexer is optimized more for separating transmit and receive signals,
which are typically 50 MHz apart, rather than extreme selectivity. The front end is
followed by a surface acoustic wave (SAW) filter which reduces the image frequency.
These are high-impedance filters (about 150 €2 to 1 k€2), not 50 2. Next is the demodu-
lator and digital signal processing. The integrated circuits (ICs) are supplied by Philips
and others. The four blocks on the right refer to the central processor, which han-
dles display, power management, and information storage (such as frequently used
telephone numbers).

The transmit portion consists of an independent synthesizer that is modulated. There
are dual-synthesizer chips available to accommodate this. Both receive and transmit
frequencies are controlled by a miniature temperature-compensated crystal oscillator
(TCXO). One of its outputs is the system master clock for all digital activities. The
output of the voltage-controlled oscillator (VCO) is then amplified and fed to the
antenna through the same duplex filter as the receive portion.

A useful way to categorize the applications is to list some everyday products which
the consumer uses (Table 1.3). Today there are very few applications in the millimeter-
wave range, but the potential is obvious. All of these applications use transistors,
passive components, duplexers, switches, attenuators, amplifiers, oscillators, mixers,
and so on, which will be covered in detail in this book using the latest devices and
modern CAD.

Another area of product development at the time of this writing (2003) is Bluetooth,
a software-defined radio at the unlicensed frequency of 2.45 GHz which is governed

RSSI Application | 6-1/128 kB EPROM

RF Front End 2kB RAM
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FIGURE 1.10 Cellular telephone [1.30].
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RF/Wireless

Microwave

Millimeter Wave

AM radio, 1 MHz

FM radio, 100 MHz

Ultrahigh frequency (UHF)
TV, 300 MHz-1 GHz

Microwave oven, 2.45 GHz

LMDS (local
multiple-distribution
systems), 30 GHz

Communication at

maximum attenuation,
60 GHz
Communication at
minimum attenuation, 10
and 94 GHz
Optical Communication at
40 GHz and above
Laser frequency, typically
300,000 GHz
Ultra wideband,
60-66 GHz

Very high frequency
(VHF) TV,
45-300 MHz

Cellular Telephone,
850 MHz and 1.85 GHz

Bluetooth, 2.45 GHz
Wireless Video, 2.45 GHz

COFDM (coherent
orthogonal frequency
division multiplexed),
5.25 GHz

Cordless Telephone, Ultra wideband, 3—10 GHz
50 MHz
Garage/auto openers,

1-5 MHz

by a simple protocol procedure, projected to sell at about $5 per transceiver. This is
a hand-held transceiver which is constantly looking for the user’s new messages, for
example, email, instant LAN, Internet access, remote synchronization of a personal
digital assistant (PDA) and personal computer (PC), and printer cable replacement. It
is low power (0 dBm transmit and —70 dBm receive) and thus short distance, less than
20 ft. This transceiver has a standby power of 100 wW. Data throughput is 721 kbps
plus three voice channels. It uses FHSS with 1600 hops/s and includes forward error
correction. The bandwidth is 1 MHz, and the frequency hopping is over the 2402-
to 2480-MHz band. Clouds of Bluetooth transceivers are self-organized into piconets,
which consist of up to eight Bluetooth devices. Adjacent piconets communicate to one
another based upon received signal strength (nearest-neighbor) hierarchy. The system
consists of one master transmitter and up to seven slaves, which form a piconet, each
with a different frequency hopping pattern. One complete Bluetooth packet can be
transmitted with each 625-ps hop slot. The receivers wake up every 1.28 s to listen
for messages on 32 hop frequencies. To maintain synchronization, the master has to
provide synchronization messages every 224 ms. A piconet is a TDD of one or more
one-to-one links. The master transmits every other packet to a single slave; the slave
responds immediately after being addressed. The slaves do not talk to each other, but
anyone on the piconet may become the master. The piconet emphasizes flexibility,
where members may join or leave at any time or they may form separate piconets if
desired. Bluetooth is manufactured by over 200 registered companies worldwide, but
this list is likely to reduce with time. Bluetooth solutions may consist of one to three
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TABLE 1.4 Single-Chip Bluetooth System

RF 2.45 GHz; IF near zero
RSSI Measurement (Radiation Signal Strength Indicator)
8 Bit D/A and A/D Conversion, e.g., Power Amplifier Control
Power on Reset

Philips Electronics, Cambridge Silicon Radio, and Broadcom among others have announced
the industry’s first complete plug-and-play Bluetooth solution in a single low-cost chip pack-
age for applications such as mobile phones, headsets kits, and PDAs. The new Bluetooth
semiconductor solution, the Philips BGB202 System-in-a-Package (SiP), represents a true
breakthrough for designers of mobile devices through the integration of multiple technologies
into one package, reducing the complete Bluetooth solution footprint to 56 mm?.

The BGB102 RF SiP was announced in June 2003. It integrates everything needed for Blue-
tooth wireless technology functionality [radio, baseband, read-only memory (ROM), filters,
and other discrete components] in one ultrasmall format. Housed in an HVQFN semicon-
ductor package measuring only 7 x 8 mm, the BGB202 dramatically reduces the number of
required components enabling quicker design cycles, lower risk, simplified manufacturing,
and a reduced bill of materials (BOM).

The Philips BGB202 is currently being sampled by lead customer and will be available in
production quantities early in the second quarter of 2004 at a cost of about $5 in large
quantities.

Regulator
269
Reg.
Baseband ‘
Host
Computer Antenna
< » < P> Radio
Use Transceiver
USB
BGB102
PCFg87852 !
CODEC [ﬂ
Audio

FIGURE 1.11 Bluetooth system using two Philips chips, BGB 101 transceiver chip and
PCF87852 baseband chip, shown with external chips for audio processing, audio CODEC, flash
memory, and external antenna.

chips at this time, where the single chip is an all-in-one, the 2 chip is RF and ASIC
with microcontroller core, and the 3 chip is RF, ASIC, and microcontroller. A typical
Bluetooth system from Philips is described in Table 1.4 and Figure 1.11.

Many other wireless applications are also under development at this time, including
telematics at 2.4 GHz for automobile safety and entertainment and LMDS for home
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entertainment (See Table 1.2) and the 802.11a and 802.11b unlicensed wireless bands
(5.8 and 2.4 GHz) which are receiving a great deal of attention.

1.4 FREQUENCY BANDS, MODES, AND WAVEFORMS OF OPERATION

A useful list of the frequency bands is given in Table 1.5. As the frequency moves
up, the wavelength of sinusoidal signals reduces and the bandwidth in hertz of the
communications systems continues to increase, including optical circuits. The human
eye operates at A = 5000 A, which is a frequency of

¢ 3x 1010 cmy/s
" a0 5000 x 10-8
= 600,000 GHz = 600 THz

f =0.6 x 10"

The carrier or unmodulated sinusoidal signal may propagate in several modes which
satisfy Maxwell’s equations. The simplest preferred mode is TEM, where there is no
electric or magnetic field in the direction of propagation. This is the mode for low-
frequency coaxial lines, low-frequency microstrip lines, and parallel-plate waveguides.
When the parallel-plate waveguide is enclosed (see Fig. 1.5), the modes change to TE
and TM, and the low-frequency propagation is not possible. The transmission medium
has become a single piece of metal versus two pieces of metal for TEM modes.
Another possible mode of propagation at microwave and millimeter-wave frequencies
is a surface mode, TM or TE [1.25, 1.26]. Few applications have been found, but the
very simplicity invites consideration. As the dielectric thickness approaches about A/4
at high frequencies, the TE; surface mode is propagated with a cutoff frequency of

Cc

J4 = -

(1.21)

This mode is dispersive, that is, the velocity is increasing with frequency. When the
TE mode begins, the velocity of the TM mode is close to the velocity of the microstrip
TEM mode and the fields are very similar in nature, that is, well coupled. Does this

TABLE 1.5 Frequency Bands

Band Frequency

RF 1-500 MHz
P 500 MHz-1 GHz
L 1-2 GHz

S 2-4 GHz

C 4-8 GHz
X 8-12 GHz
Ku 12-18 GHz
K 18-26 GHz
Ka 26-40 GHz
U 40-60 GHz
E 60-90 GHz
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invite ideas? These concepts are only applicable when the frequency is high (millimeter
wave) or the dielectric constant is high (100). For 25-mil alumina,

fu = 3 x 10 —39.4 GH
T Ix005x254x3
But for 250-mil rutile (k = 100)
3 % 1010
f — 12 GHz

T 4x025x254x%10

and indeed effects of this were observed in the S band at Texas Instruments in
1967 [1.32].

When considering waveforms, we are thinking or calculating in the time domain
instead of the more common frequency domain. The sinusoidal waveform is the basis of
analog communications, and the reader should be familiar with AM and FM. The digital
waveforms are more difficult to generate and visualize, especially when modulated,
where the modulation is commonly PM. Fortunately, the actual circuits are essentially
the same for both analog and digital, although some of the specifications will change
and the methods of testing are obviously different. Modern CAD tools will give us
the performance in the frequency and time domains, so the limitations may be studied
in detail.

1.5 ANALOG AND DIGITAL REQUIREMENTS

Analog signals travel continuously in real time, so it is very difficult to multiplex signals
to increase the number of customers on the frequency band. For digital signals, there are
many ways of multiplexing the signals so several customers receive communications
simultaneously over the same frequency band. This is one of the foremost advantages
of digital communication systems. The process of converting analog signals to digital
format uses high-speed sampling analog-to-digital converter (ADC) circuits. Once the
signals are in the digital domain, it becomes very easy to multiplex the information. In
addition, signal processing can be done using digital signal processing (DSP) circuits
to perform filtering, interpolation, and so on. Once the above techniques are performed,
high-speed digital-to-analog converter (DAC) circuits may be used to reconstitute the
original analog signal.

Another feature of digital communications is error correction, which is not possible
in analog communications. Analog signals may fade or become lost in the noise inter-
mittently; with digital computer data, the digital format allows the information to be
corrected for transmission errors, the accuracy is essentially 100%.

Analog signals are basically AM or FM (wider bandwidth). Digital signals are
usually phase modulated (PM, which is also wide bandwidth). The phase of each
digital carrier pulse contains the baseband information. PM and FM are both forms of
angle modulation, where one is the derivative of the other,

_de

f== (1.22)
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The three most important forms of digital multiplexed signals are as follows:

TDMA means each user is sharing the same frequency with his or her own time
slot, typically eight users on the same frequency (for GSM).

FDMA means the carrier frequency is hopping in a pattern known by the transmitter
and receiver.

CDMA means the entire bandwidth is shared by all users, who have orthogonal
signals which do not interfere with each other. The bandwidth for CDMA is
1.25 MHz, and it has increased to 5.0 MHz for WCDMA.

Presently the cellular telephone systems in the United States at 850 MHz and 1.85 GHz
are roughly equally divided between TDMA and CDMA. Since both forms of multi-
plexing are constantly improving, the dominant choice has not been clearly found (if
there is one).

The process of converting an analog signal to a digital bit stream is shown in
Figure 1.12 [1.33]. The analog signal is sampled by an ADC, modulated to convert
the digital bit stream into a transmittable form, typically pulses of current, and finally
transmission or signal processing, which usually includes multiplexing, as shown in
Figure 1.13. The sampling rate must be twice the period of the highest frequency due
to the Nyquist sampling theorem.

For voice with an upper frequency of 4 kHz for telephones,

1 1
T=—=—>-=025ms
[ 410%)
So the sampling rate must be faster than 0.125 ms. An excellent discussion of this
process of quantization, coding, and transmission is found in Ref. 1.33.

Analog Digital Modulated Transmitted
input signal A/D bit stream carrier digital signal
Conversion Modulation ——— | Transmission

FIGURE 1.12 Block diagram of the digital communication process [1.33].
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FIGURE 1.13 Multiplexing—TDMA [1.33].
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TABLE 1.6 IEEE 802.11 Standards for Unlicensed Communications

Standard Carrier Modulation Maximum Data Rate  Bandwidth Prax

802.11b 2.4 GHz CDMA 11 Mbps 83 MHz 1 W

802.11a 5.15-5.35 GHz COFDM 54 Mbps 200 MHz 50 mW
5.725-5.825 GHz COFDM 54 Mbps 100 MHz 250 mW

Two relatively new standards generated in 1999 will be competing for the markets
when this book is published: IEEE 802.11a at 5.5 GHz and IEEE 802.11b at 2.4 GHz.
Some of the parameters for these bands are summarized in Table 1.6. The 2.4-GHz band
is called the ISM band (industrial, scientific, and medical), but the higher frequency
band has several distinct advantages if the cost can be competitive: greater range,
smaller antennas, smaller circuits, and so on.

The 802.11b spectrum is plagued by saturation from wireless phones, microwave
ovens, and other emerging technologies such as Bluetooth. In contrast, the 802.11a
spectrum is relatively free of interference at the present time. The new technology
for COFDM (coded orthogonal frequency division multiplexing) was developed for
indoor wireless use and offers performance much superior to that of spread-spectrum
solutions. It works by breaking one high-speed data carrier into several lower speed
subcarriers, which are then transmitted in parallel. Each high-speed carrier is 20 MHz
wide and is broken up into 52 subchannels approximately 300 kHz wide. COFDM uses
48 of these subchannels for data, while the remaining 4 are used for error correction.

Each subchannel in the COFDM implementation is about 300 kHz wide. At the low
end of the speed gradient, binary phase shift keying (BPSK) is used to encode 125 kbps
of data per channel, resulting in a 6-Mbps data rate. Using quadrature phase shift
keying (QPSK), you can double the amount of data to 250 kbps per channel, yielding
a 12-Mbps data rate. And by using a 16-level QAM encoding 4 bits/Hz, you achieve
a data rate of 24 Mbps. The more bits per cycle (hertz) that are encoded, the more
susceptible the signal will be to interference and fading. The de facto standard for
802.11a appears to be 54 Mbps, which is achieved by using 64 QAM, which yields
10 bits per cycle for a total of up to 1.125 Mbps per 300-kHz channel. With 48
channels, this results in a 54-Mbps data rate. Atheros Communications and Radiata
Communications support these data rates, and Atheros also combines two carriers for
a maximum theoretical data rate of 108 Mbps.

1.6 ELEMENTARY DEFINITIONS

Before concluding this chapter, a few elementary definitions are needed, including noise
figure, minimum detectable signal (MDS), dynamic range (DR), spurious-free dynamic
range (SFDR), P;dBc, intermodulation distortion (IMD), third-order intermodulation
(TOI), and so on. These definitions are used throughout the book.

The noise contributed by the receiver may be calculated from the noise figure, which
is the ratio of S/N (signal-to-noise power) input to output:

(S/N)in

Jm 1.23
SN 1 Z (1.23)
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or equivalently the noise temperature (in kelvin),
T,=(F —1) kTB (1.24)

where k = Boltzmann’s constant, = 1.381 x 10723 J/K
B = bandwidth, Hz
T = ambient temperature (290 K is the IEEE standard for room temperature)

Since the receiver always adds additional noise while amplifying the input signal
and noise, the input S/N is always greater than the output S/N. When we cascade
components in a receiver, the total noise figure is calculated from Friis’s noise figure

equation:
Fo=p42zly B2l (1.25)
e Ga1 Ga1Gaz .

where Fy is the noise figure of the Nth component and G 4 is the available gain of
that component, in ratio form (not decibels).

Before beginning the next section, one must realize the noise level of any resistor
is kTB:

kTB = 1.38 x 107> x 290 x 1 = —204 dBW/Hz = —174 dBm/Hz (1.26)

where k = Boltzmann’s constant
T = 290 K degrees Kelvin by IEEE definition
B =1Hz

This number is used constantly throughout engineering, and you must understand the
meaning of this very important fundamental noise limit.

Another very important concept is the Friis transmission equation, which discusses
the range of the communication system [1.34]. Consider the simplest communications
system shown in Figure 1.14. The transmitter with a power of P, is fed into a trans-
mitting antenna with a gain of G,. The received power is P, at a distance of R. The
received power density can be calculated assuming no atmospheric losses, mismatch
losses, and so on, as

by

Sp=—"
D= 4 R?

G, (W/m? (1.27)

The received power is the power density multiplied by the effective area of the receiving
antenna (which is related to the antenna gain)

PG,
r = 755 ler A\ 1.28
s W) (128)
P, P,
% - F
—
G, G,

Transmitter Receiver

FIGURE 1.14 Simplified wireless communication system [1.34].
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A, = 1.29
4 ( )

Substituting gives the Friis power transmission equation:

P,G,G, A}
) = ———— (1.30)
(47 R)?
which can also be put in the form [1.35]
PL _ kAetAer (1 31)
Pr A2R? '

where k is an efficiency factor, generally 0.4 to 0.7, which accounts for factors such
as misalignment, polarization mismatch, impedance mismatch, and atmospheric losses,
and it is also called 1/Ly.

If P, = S; min, the minimum detectable signal required for the system, we have the

maximum range
P,G,Ga2 1?
Rinax = 2o 1 (1.32)
(47[) Si,mianys

This is a very important result for understanding the many components which constitute
the communication system or wireless system.
An example will illustrate these concepts. Consider a transmitter at 2 GHz,
AM=15cm=0.15m G, =10dB P=1W
sending to a receiver with

G,=10dB  Sjpn=-90dBm=—120dBW=10""W Ly =1

The maximum range is

R (1x10x 10 x 0.15)2\ '/
ax (47)% x 10-12

= (1.42 x 10'9"2 =119 x 10* m

which is about 75 miles. The range increases as the square root of the transmitted
power increases. The frequency dependence indicates lower A or higher frequency will
increase the maximum range [see Eq. (1.30)]. It is this property, more than any other,
that makes microwaves and millimeter waves so important for communication and radar
systems. To take it one step further, light is a much higher frequency which allows
transmission over far greater distances; the communication part of this transmission has
not yet been completed. If we increase the frequency in the previous example from 2
to 94 GHz [1.31], the R,y increases to 5.593 x 10° m, or approximately 3500 miles,
about the length of the United States.

Another important observation is the difference between coaxial transmission and
antenna-to-antenna transmission, shown in Figure 1.15 [1.35]. As the distance increases
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FIGURE 1.15 Attenuation for coaxial and antenna system communications [1.35].

(MDS)in Pin

FIGURE 1.16 Dynamic range.

beyond 3000 m (1.86 miles), the coaxial system is impractical compared to antennas.
Also, the losses reduce at higher frequencies for the antenna system, but the opposite
is true for coaxial systems.

The dynamic range of the system is illustrated in Figure 1.16, which is a plot of
P,y versus Py, at the carrier frequency, where power is always given in dBm, dB to
1 mW (e.g., 1 W is 30 dBm, 10 W is 40 dBm). Because of nonlinearities in every
component, if two signals very close in frequency are introduced at the input, the
output spectrum contains third-order intermodulation products which are impossible to
filter at the output; the resulting power spectrum at the load is shown in Figure 1.17.
The intercept of the extended linear gain and the extended third-order intermodulation
products is a useful figure of merit called the TOI intercept point, or IP3, which is
usually 10 dB or more above Pjqp., the 1-dB compression point where the linear
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FIGURE 1.17 Output power spectrum for two input signals.

Third-order intercept point
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(MDS),, P

FIGURE 1.18 Spurious-free dynamic range.
gain has been reduced by 1 dB. The spurious-free dynamic range refers to the output
power range where no third-order products are observed (Fig. 1.18). An example will

illustrate these various definitions. Consider an amplifier with a bandwidth of 30 MHz,
transducer gain of 30 dB, and noise figure of 6 dB, the minimum detectable signal is

MDS;, = —114 dBm + 15 dB + 6 dB + 3 dB = —90 dBm
If the Pjg4gc is at +15 dBm, the linear dynamic range is
DR = P 4gc — MDSyy = 15 dBm + 60 dBm = 75 dB
And the spurious-free dynamic range is
SFDR = 2(TOI — G — MDS;,) = 3[25 — 30 — (—90)] = 3[85] = 57 dB
Which is 18 dB less that the linear dynamic range. All of these calculations pertain to
analog signals.

For digital transmission, the equivalent way of expressing P gp. is the ACPR (adja-
cent channel power ratio), which expresses the amount of signal “spilled over” to



ELEMENTARY DEFINITIONS 25

the next channel at high output powers. Typical requirements are —55 dB (minimum)
down for the measurement channel carrier power. An exceptionally good amplifier is
given in Figure 1.19 using the MWT17 MESFET, which shows ACPR of 75 dBc at a
low bias point, with the output power backed off from 1 W to 13 dBm. The equivalent
TOI measurements for this amplifier are given in Figure 1.20 versus output power;
again, this is an unusually high value for TOI for a 1200-pum MESFET.

Delta 1 [T1] RBW 10 kHz RF Att 30 dB
® Ref Lvl -64.26 dB VBW 100 kHz
-3 dBm 4.00000000 MHz SWT 250 ms Unit dBm
2.1 dB pffset vl |t ~1045 dBm |m:w
-10 A 2.140000p0 GHz
wﬁ:\ [T1] -64.26 dB
20 4.00000000_MHz
CH|PWR 13.34 dBm
230 CH| BW 3.84000000 MHz
1AVG / \ IRM
-40 \
-50
—60 NAUA \unv/\
-70 ./'“/\ \,\‘/\u
-80
-90
aq
100 ao
Center 2.14 GHz 1 MHz/ Span 10 MHz

FIGURE 1.19 ACPR for a MWT-213011-82 amplifier. (Courtesy of Microwave Technology,
Greg Zhou.)
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FIGURE 1.20 IP3 or TOI of MWT-213011-82 Amplifier versus P,y. (Courtesy of Microwave
Technology, Greg Zhou.)
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A new look at this subject has been published by Rohde [1.36]. He proposes the
dynamic measure (DM), a new figure of merit for receivers. The equation for the
DM is NF

DM = [(IP3;, + Att) — (NF, + Att + NF,, )] —————— 1.33
[dP3i, + Att) — (NF, + Att + ant)]NFr+Att (1.33)

where DM is a dimensionless number, IP3;, is the receiver’s third-order input intercept
in dBpV (instead of dBm) without any added attenuation; NF, is the receiver noise
figure in dB without any added attenuation; NF,, is the antenna-system noise figure
in dB; and Att is the decibel value of any added attenuation, which is sometimes used
to shift the upper and lower limits of a system’s dynamic range to higher absolute
signal levels. The Att will increase NF, and increase IP3;,, but the dynamic measure
will decrease, which is probably undesirable. The usefulness of the dynamic measure
figure of merit is illustrated further in Ref. 1.36.

One final topic on definitions is the calculation of load power, which is usually a
load of 50 2. However, if the load changes to 25 or 100 €2 due to load-pulling effects
in the real world, the computer will not understand this change during harmonic balance
calculations, so it incorrectly calculates the power as

Vi _ Vi

Pp=-L=_L
2R, ~ 100

(1.34)

This may be corrected by finding the V; value and using (1.34) correctly with the
intended load resistance. A correction formula is

50
P, = P.(50 Q) + 10 log <R—) (1.35)
L

Of course, the value of V| is always the peak value unless otherwise stated.

1.7 BASIC RF TRANSMITTERS AND RECEIVERS

A typical RF receiver (based upon Armstrong’s superheterodyne receiver; Fig. 1.4) is
given in Figure 1.21 [1.37]. This could be an AM radio receiver for the commercial
AM broadcast band. The signal is twice down-converted to the low-cost 10.7-MHz IF
band, amplified, detected, and amplified again in the audio band (0 to 8 kHz).

The basic transmitter is given in Figure 1.22 [1.37]. The characteristics of interest
include power output and operating frequency, efficiency, power output variation, fre-
quency tuning range, stability, oscillator quality factor (Q,), noise (AM, FM, and phase
noise), spurious signals, frequency variations due to frequency jumping, frequency
pulling (load variations), frequency pushing (DC supply variations), and posttuning
drift (frequency and power variations due to heating of a solid-state device). The
oscillator noise is discussed in great detail throughout the book and is defined by

noise power in 1-Hz bandwidth at f,, offset from carrier N

L(fm) = — == (1.30)
carrier signal power C

N
10log (E) dBc/Hz (1.37)
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FIGURE 1.21 Typical radio receiver [1.37].
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FIGURE 1.22 Transmitter system [1.37].

where the negative sign in the answer is usually omitted. For example, if the carrier
is 1 mW (0 dBm) and the noise is —80 dBm at f,, = 100 kHz, the £(100 kHz) is
80 dBc/Hz. Some more recent transceivers for wireless communications are given in
Figure 1.23 [1.38]. This is a single-chip GSM transceiver which operates at 2.7 to
4.5 V, a typical mobile telephone.

The cascading of circuit components produces an increase in noise figure and a
reduction of TOI (IP3). The total noise figure is given by

E-1 F-1

F=F 1.38
1+ G + GG (1.38)
and the total IP3 is given by
Loyt il 6w (1.39)
IP3  IP3, ' G,IP3,_; G, S '

Unless otherwise stated the TOI or IP3 usually refers to the output of the component,
but it could also refer to the input. We also use the notation OIP3 for output and IIP3
for input to avoid confusion. Another way to express the total IP3 at the input is to
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FIGURE 1.23 (a) Simplified transceiver block diagram for wireless communications. (b) Typ-
ical mobile phone systems. (From Ref. 1.38 © IEEE 1995.)

refer all of the IIP3 components to the input of the circuit, giving

1 1 1
IIP3,, = 101 1.40
o °8 (111331 s, Tes, T ) (1.40)
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FIGURE 1.24 Receiver and its input intercept point.

An example of the total IP3 is calculated from Figure 1.24 [1.37]. For this circuit the
total gain is 14 dB and the TOI is calculated for the input as

10 1585 4
= 1010g(0.10 + 0.0631 4+ 0.25)~"
= 1010g(0.4131)~" = 101og(2.4208) = 3.84 dBm

1 1 1!

So the output TOI is

OIP3,,, = IIP3 + Gy = 17.84 dBm

1.8 MODERN CAD FOR NONLINEAR CIRCUIT ANALYSIS

In way of introductory material, the present-day nonlinear CAD for any circuit is
available in at least three forms:

1. Transient time-domain form
2. Harmonic balance form
3. Envelope form (including modulation)

Each of these packages costs roughly $30,000 to $90,000, available from Ansoft,
Agilent, Applied Wave Research, and others.

For circuits with no steady-state solution, transient time-domain solutions are found
using some form of SPICE (which means Simulated Program with IC Emphasis).
This can be the slowest form of the solution, but if needed, it is essential. SPICE
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was developed by the University of California at Berkeley about 1965, and it was
made available to the public at no charge. This sparked commercial development with
improved graphics and frequency-domain solutions using the fast Fourier transform,
but these solutions take great care since the minimum time step can change the answer
dramatically. Many companies thrived on SPICE development, including HSPICE and
PSPICE. The student version of PSPICE from Cadence is free, allowing nonlinear
models of up to 15 devices, more than enough for most microwave circuits.

If there is a steady-state solution (e.g., an oscillator), the computation can be reduced
dramatically by using harmonic balance techniques. This has become available since
about 1980, and it is widely used. The number of harmonics is usually chosen between
three and seven and the output power spectrum may be displayed at the load. In
addition, the dynamic load line of the transistor may be displayed. The harmonic
balance method is very valuable to the design of mixer circuits, where there are many
frequencies to find the respective power levels.

The third form of calculation is Envelope, which is most suitable for carriers with
modulation. This CAD can dramatically decrease the time of the calculations of com-
plicated digital circuits with all kinds of phase modulation. The output baseband
information may be displayed in many ways, including constellation diagrams and
eye diagrams. This tool became available about 1995.

There are also linear CAD products at lower cost. These include Eagleware’s Gen-
esis and Optotek’s MMICAD, among others. Of course, all nonlinear CAD may be
used in the linear mode.

1.9 DYNAMIC LOAD LINE

Basic electronics teaches us that when two sinusoidal signals are applied to the vertical
and horizontal inputs of an oscilloscope circles will occur known as Lissajous patterns
when the load is a pure capacitor or inductor. This is important information related to
the nature of the dynamic load line of a transistor amplifier. It can easily be shown
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FIGURE 1.25 Dynamic load line of 2.4-GHz LP1500 PHEMT amplifier with PLoap = 1 W.
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that a capacitor produces a clockwise (CW) pattern while an inductor produces a
counterclockwise (CCW) pattern [1.39].

For a well-designed amplifier, both types of circles are frequently produced, that is,
a figure-8 pattern, where part of the load line is capacitive (CW) and the other part is
inductive (CCW). For most high-power amplifiers, the load line is an elliptical RC load
(CW), where the closer this approaches a straight line, the higher the output power
becomes (see Fig. 1.25).

A simple test for understanding the Lissajous pattern concept is to plot the time
dependence of the input voltage and input current to a L or C element at a sin-
gle frequency, then plot the input current versus the input voltage, also in the time
domain. This gives a circle (or ellipse) which is CW for a capacitor and CCW for an
inductor. This simple test will give an intuitive understanding of the nonlinear reac-
tive impedance of the transistor in both amplifiers and oscillators. These techniques
are especially applicable to high-power amplifiers and oscillators, where nonlinearities
produce saturation effects of important significance. Several examples of this concept
will occur throughout this book.
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PROBLEMS

1.1 Given a superheterodyne AM receiver for high fidelity (Fig. P1.1), design the
gain of each stage for linear operation (multiple solutions are possible):

P, = —90 dBm fin =1 MHz (FM radio) Py =10 W

The gain of each bandpass filter is —1 dB and of each mixer is —6 dB.

P,,=-90 dBm
F=1MHz

Py = 10W = 40 dBm

out

Je—
[1]

50 Q

Speakers
Ist/LO F=1MHz + Fip 2nd/LO
Fip=70 KHz F=70KHz
G=130dB

FIGURE P1.1 Superheterodyne receiver design.

1.2 For a high-power amplifier, the dynamic range is given below. Find the SFDR
and the DR:
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MDS,, = —60 dBm
BW = 10 MHz
Transducer gain = 30 dB
Py ggc = 40 dBm
TOI = 50 dBm

Refer to Figures 1.16 and 1.18.

Consider a substrate with &2 = 10 mils and &, = 10 (alumina). Find the frg;
cutoff frequency and explain its significance. What thickness would you need for
operation at 94 GHz with no effects from surface modes?

Explain why digital communications has finally overtaken analog communica-
tions in the modern world.

If a crystal radio receiver is designed for 1 MHz, what are some values for L
and C (see Fig. 1.2)? Take L to be about 10 wH.

Given a three-stage LNA (low-noise amplifier) with

F,=20dB GA,=10dB
F,=40dB  GA,=12dB
F;=60dB  GA; =14 dB

Find the total noise figure in dB and the 7, in kelvin.
Derive the SFDR from Figure 1.16 using simple geometry (similar triangles).

Given the modern 6-GHz heterodyne receiver shown in Figure P1.8, find the total
TOI and the total NF of this receiver. For the total TOI use Eq. (1.39).

3 f=6Ghz
F=6dB
G=-6dB
P14pc =20 dBm
I~ N
> 1>
LNA i IF _%_50 Q Load
F=12dB \ -
LO
G=256dB Py=20dBm

Pygpe =17 dBm F=425dB
G=25dB
Py4p. =20 dBm

FIGURE P1.8 Modern 6-GHz heterodyne receiver.



CHAPTER 2

LUMPED AND DISTRIBUTED ELEMENTS

2.1 INTRODUCTION

Maxwell’s equations govern all types of electromagnetic behavior at all frequencies.
At lower frequencies (below about 500 MHz) where lumped components are less than
A/8 in length, it is convenient to define the component as a frequency-independent R,
L, or C. As the frequency increases, the component will have distributed effects or
added phase shift which must be accounted for in the analysis. These effects will be
discussed in this chapter.

2.2 TRANSITION FROM RF TO MICROWAVE CIRCUITS

As electrical engineers, we first learn to analyze lumped-element circuits consisting
of R, L, and C components, which are independent of frequency; the impedance or
admittance of the components is linearly dependent on frequency. Then we learn that
at high frequencies additional parasitic effects must be included in the model of the
component. For lumped components at low frequencies signals travel at essentially
the speed of light instantaneously through points in space where the component is
located. At microwaves (defined as 300 MHz to 300 GHz, with above 30 GHz also
called millimeter wave), the electrical component used to generate and process signals
has a size similar to an eighth of a wavelength. Then we must back up to Maxwell’s
equations subject to the appropriate boundary conditions.

The RF range is generally defined as 30 to 300 MHz, but it should be a frequency
where all of the lumped components are shorter than about A/8 in length. In the
100 to 500-MHz range, we are in a grey area where the circuit might be treated as

Microwave Circuit Design Using Linear and Nonlinear Techniques, Second Edition
by Vendelin, Pavio and Rohde
Copyright © 2005 John Wiley & Sons, Inc.
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either lumped or distributed provided the lumped equivalent circuit is accurate. The
distributed transmission lines are very long in this frequency range and thus are not
used very often. Even at 850 MHz lumped components are successfully used (e.g. cell
phones). The distributed transmission line circuits would be very large for an 850-MHz
cell phone but much more realistic at 5.8 GHz, a future band for cell phones and other
nonlicensed products.

To illustrate this point, we calculate the A/4 length on FR-4, a low-cost substrate at
850 MHz using an effective dielectric constant of 3:

A c 7.5 .
— = = =5.09 cm = 2.00 in.
4  4f Jeer 1.732-0.85

which is extremely large for a hand-held cellular phone circuit. A higher dielectric
constant will reduce this dimension.

For transmission line circuits, we use TEM or quasi-TEM microstripline for the
passive circuits, which became available in 1965 [2.1]. The impedance and phase
velocity were given by Wheeler in this important paper. It was immediately applied
to the design of an X-band solid-state radar at Texas Instruments [2.2] using hybrid
technology based upon alumina substrates and millimeter-wave monolithic circuits
using GaAs substrates at 94 GHz [2.3].

To understand this transition from RF to microwave or distributed elements, a plot
of wavelength versus frequency is given in Figure 2.1 for various dielectric constants,
where dielectrics effectively slow the velocity as ¢, increases. It is important for the
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FIGURE 2.1 Guide wavelength versus frequency with dielectric constant as a variable.
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loss tangent to be low, which is true for alumina and GaAs but not for silicon. With
GaAs substrates, p > 10° Q-cm is easily achieved and maintained throughout the pro-
cessing cycle. With Si substrates of high resistivity (10* €-cm) the n-type may become
p-type with processing, and the resistivity is likely to lower, which is unacceptable
for monolithic circuits. One of the most challenging problems today is to achieve a
high-Q inductor on silicon, where a Q above 10 at 2 GHz is about the best which can
be achieved at the time of this writing, as shown later in this chapter.

Referring to Figure 2.1, the dielectric constant of most interesting dielectrics for
MICs is of the order of 10, so the border between lumped and distributed may be
estimated at A = 0.1 m, or 10 cm, which coincides with the previous division at about
0.5 to 1 GHz. The calculation of the guide wavelength for an effective dielectric
constant of 10 follows at 1 GHz:

A ¢ 3x10% _ 1o 0.1 4i

, = = = cCm=0uU.lm= m.
§ 7 fEer /10 x 10°

A

£ —-05in.

8

In other words, at frequencies above 1 GHz the circuit must be treated as distributed
since a length of more than 0.5 in. will have distributed or phase properties which
cannot be modeled by a simple R, L, C component.

Microwave transmission is often associated with waveguide transmission, which is
a single metal conductor. This type of transmission is TM or TE, not TEM; therefore,

N _
€ s E
Coaxial Microstrip
E,=H,=0 E,=H,=0

| g
T Solid E
10
E,-0 Dashed H

(b)
FIGURE 2.2 Examples of TEM, TE, and TM modes. (z is direction of propogation.)
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it has little value in today’s communications in the microwave region. The cost is
high, and the performance is not comparable to planar microstrip technology for most
applications, especially when we consider bandwidth. The TEM mode requires two
conductors, but the TM and TE modes require only a single conductor or a single
dielectric. Simple examples of these concepts are illustrated in Figure 2.2.

The passive components include all of the lumped transmission line elements needed
for impedance matching and dc bias. The active components are the diodes and tran-
sistors needed for the circuits. Impedance matching may be accomplished with lumped
inductors, lumped capacitors, transmission lines, shorted transmission line stubs, and
open-circuited transmission line stubs, but usually not with resistors. There are at least
two reasons for not using series transmission line stubs:

1. Series transmission line stubs are unrealizable in microstripline and therefore are
a very poor choice, although many current books teach this type of impedance
matching [2.4, 2.5].

2. This element offers no advantage in circuit design; it is unnecessary and simply
a diversion from real circuit design.

Mathematically a series transmission line stub (either open or shorted) is possible,
but practically this is unrealizable and therefore a waste of the designer’s time. Some
private communication sent by Pozar points out that CPW can be used, but no working
circuits have yet appeared in the literature.

2.3 PARASITIC EFFECTS ON LUMPED ELEMENTS

Passive components may be purchased in various sizes as given in Table 2.1 [2.6].
The equivalent circuit of chip resistors is given in Figure 2.3, with the corresponding
parasitic elements listed in Table 2.1. The equivalent circuit for chip capacitors is given
in Figure 2.4.

The effect of the series inductance is plotted in Figure 2.5, where L; is assumed to
be 1 nH. The series resistance for the 1000-, 100-, and 10-pF capacitors is assumed to
be 0.08, 0.2, and 0.5 €2, respectively. The series resonant frequency versus capacitance
is given in Figure 2.5 for three differing values of series inductance: 0.6, 1, and
1.5 nH. It is useful to know that an empirical rule of thumb for lead inductance on
conventional components is around 1 nH/mm.

Alternative equivalent circuits of inductors and capacitors are given in Figure 2.6.
Notice a capacitor becomes an inductor above the series resonant frequency and an

TABLE 2.1 Chip Resistor Versus Size and Typical
Parasitic C and L

Resistor Length  Width Capacitance  Inductance

Size (mm) (mm) (pF) (nH)
1206 32 1.6 0.05 2
0805 2.0 1.25 0.09 1
0603 1.6 0.8 0.05 0.4

0402 0.5 0.5
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Ls R
—
||

|
Cr

FIGURE 2.3 Equivalent circuit for a resistor.

|

FIGURE 2.4 Equivalent circuit model for chip capacitors.

inductor becomes a capacitor above the parallel resonant frequency; thus, the choice
of these components is crucial to finding realizable designs.

The frequency response of a typical chip inductor and chip capacitor has been plotted
in Figure 2.7 for & j50 € at 10 GHz. For the inductor of 0.8 nH and a Q of 30 at
10 GHz, the parallel resonance is about 8 GHz, where the reactance changes from
inductive to capacitive. For the capacitor of 0.3 pF and a similar Q of 30 at 10 GHz, a
series resonance occurs at 16.5 GHz, where the component becomes inductive above
this frequency. Notice the component is probably not useful below 5 GHz, where the
insertion loss is greater than 2 dB. Modern CAD packages contain libraries of the
lumped chip components (R, L, and C), which should be studied with great care if
a chip or lumped-element approach is selected. The method of attachment must be
repeated exactly if these libraries are to be useful.

Lumped elements may also be realized by direct deposit on the substrate using
thick- or thin-film techniques [2.6]. This will often lead to much smaller designs with
better performance, but the manufacturing cost is increased.

Amplifiers, oscillators, mixers, and other components may be designed with either
lumped or distributed components (or a hybrid combination) with essentially the same
performance, although lumped elements generally give the best performance, that is,
the widest bandwidth. Since distributed transmission lines are more repeatable than
lumped components, these elements are more commonly used [2.7-2.8].

A serious study into lumped components and the development of accurate lumped-
component models will inevitably reveal that their performance is substantially depen-
dent upon the surrounding circuit environment. Just as the properties of the microstrip
line clearly depend on the substrate height and dielectric constant, and not just on
the dimensions of the signal strip, lumped-element performance similarly depends on
the substrate properties. As frequency increases and the physical dimensions of the
lumped element attain greater electrical length, the isolation of lumped-component
behavior from the substrate environment becomes increasingly improbable.
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FIGURE 2.5 (a) Effect of series resonance on Z. (b) Series resonant frequency for L values
of 0.6, 1.0, and 1.5 nH.

A lumped element can in fact be considered as a “signal strip,” albeit of somewhat
complex geometry. Chip resistors, of thick- or thin-film type, are very lossy strips that
are deposited on top of a ceramic body with solder-attach pads. Multilayer ceramic
capacitors, widely used in RF/microwave electronics, are comprised of several (up to 30
or more) metal electrodes that are closely stacked upon each other to realize N parallel
capacitors. Finally, chip inductors are typically formed of wires either wrapped around
a plastic core or embedded within a ceramic block. Regardless of the construction, the
lumped component becomes a modified section of the signal line when mounted on



PARASITIC EFFECTS ON LUMPED ELEMENTS 41

)
1
c
ct
C=0.03 pF
— AN\ Yt AN ——
L ]
T T R R 1
e R1 L1 R2 Term
Termi R =1.25 Ohm L=0.8nH R =1.25 Ohm Term2
Num =1 R=0 Num =2
Z =50 Ohm 7 50 Ohm
=1
1 1
- (a) -
Y ANAA

Term
Term2
Num =2

Term L R

Term1 L3 R1

Num=1 L=0.25nH R=1.250hm

Z=500hmR=0 Z =50 Ohm
£

R =500 Ohm
(b)

FIGURE 2.6 Equivalent circuits for a chip inductor and capacitor with a reactance of =+ j50 Q
at 10 GHz for the ideal component.

a circuit board across a gap in the microstrip. At frequencies above 1 to 2 GHz it is
important to consider this viewpoint.

Some recent modeling of lumped components performed by Modelithics [2.9-2.16]
shows the effect of the substrate on the first resonant frequency for chip capacitors;
see Figure 2.8. The figure shows that the resonant frequency decreases with increasing
substrate height, a characteristic that is true of most types of surface-mount components.
One expects that shunt capacitance will increase as the part nears the ground plane
(Fig. 2.8b), but it is an accompanying decrease in the series inductance (Fig. 2.8c¢) that
is needed to shift the resonance upward. At some point the ground effects become
quite severe and there is no recognizable resonance.

The complexity of lumped-component behavior at high frequency presents signifi-
cant challenges for the design engineer. To achieve high levels of miniaturization and
keep costs low, lumped components are being used in many cases above 5 GHz [2.10,
2.14] and on substrates as thin as 1 to 2 mils [common in low-temperature cofired
ceramic (LTCC) designs and in high-density interconnect (HDI) environments]. Knowl-
edge of the component performance at multiple harmonics of the fundamental design
frequency may even be needed when simulating nonlinear designs using the harmonic
balance method [2.11]. In such demanding applications, accurate and broadband mea-
surement data obtained using fixtures that are consistent with the intended application,
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variation in S;; for surface-mount capacitor in series two-port configuration: FR-4 heights from
0.1 mm (highest resonant frequency) to 1.5 mm (lowest resonant frequency).
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or valid models of the same, are crucial to the design simulation process [2.12-2.15].
When predicting power dissipation characteristics is important, equivalent circuit mod-
els are far superior to data sets, as series resistance is not well represented with 50-Q2
S parameters [2.16].

Another important area of research today is the development of high-Q inductors on
silicon substrates [2.17—2.24]. Much effort has been applied to raise the Q above 10
at 2 GHz, as is discussed in these references. The losses of the inductor are due to skin
effect metal losses in the inductor and ground return, dielectric losses in the silicon,
eddy currents which are geometry dependent, possibly radiation, and surface rough-
ness effects on metal losses. Several new innovative steps have reduced these losses,
including patterned ground shields, square coils, CAD studies, and higher order modes
(non-TEM); even conical designs with 3D effects are under consideration (e.g., LTCC).

Square inductors and spiral inductors give very similar performance; we often call
square inductors spiral in the literature. Circular spirals have slightly higher Q than
square inductors, on the order of 10%. A simple-minded explanation is that the circle
is the shape of least perimeter for a fixed area. Therefore, for a fixed inductance (area)
it has the lowest resistance (perimeter). An equivalent circuit for the spiral inductor on
a silicon substrate is given in Figure 2.9. Frequency-dependent skin effect losses can
be modeled with parallel-coupled inductors.

The loaded Q of a coil may be increased by increasing the strip width, decreasing
the spacing between strips, increasing the substrate height, and increasing the metal
thickness to at least five skin depths.

There are two cases to consider for the silicon loss:

1. 10 to 20 Q-cm (moderate-resistivity bulk substrates)
2. 10 to 20 mQ2-cm (CMOS digital epitaxial process)

Most analog process technologies are closer to the first case where substrate losses
are dominated by electrically induced losses. For the second case, the losses are much
higher due to magnetically induced substrate eddy currents. We can somewhat improve
the performance by the use of patterned ground shields, which prevent the electric
field from entering the substrate silicon. The use of these patterned ground shields is
illustrated in Figure 2.10. The ground shield is built with slots between the ground metal
to give the best performance [2.18]. Patterned ground shields can only stop the electric
field from penetrating the substrate and therefore cannot prevent eddy currents. But,
precisely for the same reason, the shields do not significantly change the inductance
of the device at lower frequency. The added capacitance of the shield reduces the

Cs
o——— 0 —AN—F———0
LS HS
COX - COX
Rsi Csi Rsi Csi

FIGURE 2.9 Lumped physical model of a spiral inductor on silicon.
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FIGURE 2.10 Electromagnetic fields for a spiral inductor using patterned ground shields [2.18].

self-resonant frequency and thus the magnetic energy storage of the device at high
frequency. Halo substrate contacts have been shown to perform as well as patterned
shields without the increase in capacitance. Also, the case for a shield is a difficult
one to make and should be done on a case-by-case basis. The basic idea is to improve
the Q factor of the parasitic capacitance of the spiral. The Q is determined largely by
the substrate resistance, and the worse value of substrate resistance is a value equal to
the substrate capacitance for a power match. Since a value of zero or infinity implies
zero loss, it may be more practical to not shield the device at all to minimize losses.
A shield tries to achieve zero resistance, but in practice, if the substrate resistivity is
large enough, then the power loss without a shield may be lower than with a shield.
But another added benefit of the shield is device isolation due to reduced parasitic
substrate coupling between the devices. This of course requires a good on-chip bypass
and low-inductance ground connections to the shield.

2.4 DISTRIBUTED ELEMENTS

The most common distributed elements are series transmission lines, shunt open stub
transmission lines, and shunt shorted transmission lines. The transmission line was
briefly covered in Chapter 1, where the telegrapher’s equation was introduced and
solved in the time domain.

The concepts associated with these impedance-matching elements will become clear
when we discuss the Smith chart and matching techniques in Chapter 5. Consider these
elements or components as nearly lossless reactive elements, very similar to inductors
and capacitors. When properly applied to the circuit design, the distributed elements
will give nearly equivalent performance compared to ideal lumped components, which
always gives the greatest bandwidth.

The interconnection of transmission lines creates a new element in the circuit, a
discontinuity [2.7, 2.8]. Examples are shown in Figure 2.11, including the open-circuit
end effect, series coupling gaps, short circuits to ground plane (vias), right-angled
corners or bends (unmitered and mitered), strip width changes, transverse slit, tee
junction, and cross junction. These have been modeled in the CAD packages, and they
simply shift reference planes and thus adjust the lengths of the connecting transmis-
sion lines. Higher order modes are also generated at discontinuities in order to satisfy
Maxwell’s equations, including surface modes (TM and TE) and radiation modes (from
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FIGURE 2.11 Transmission line discontinuities. (See Appendix F for more details.)

open-circuited stubs), which will cause a loss of power. An example of the effect of
a microstrip cross junction (MCROS) can be found in Ref. 2.25, where a broadband
amplifier is dramatically changed by the effect of the cross-parasitic element At higher
frequencies, the model may not be sufficiently accurate, so we use 2D or 3D electro-
magnetic simulators to verify the performance of the circuit. This can be very time
consuming and expensive, but it is necessary for accurate designs, especially at higher
frequencies. The EM CAD packages are available from Ansoft, Sonnet, Zeland, and
other software producers.

Since transmission lines have traveling waves in both directions over potentially
many wavelengths, the time-domain transient solution may be expected to be very
long. However, clever techniques using the propagation matrix [W(w) matrix] have
been found [2.26] which reduce the computation time and maintain good accuracy.
When the skin effect losses are properly accounted for [2.27], the solution is even
more accurate. These techniques continue to be an active research topic for transient
solutions, but for most engineers it is the steady-state solution which is required, and
this is most easily obtained in the frequency domain.

2.5 HYBRID ELEMENT: HELICAL COIL

Some circuit elements have the properties of both a lumped element (at low frequencies)
and a distributed element at microwave frequencies. An example is the high-Q helical
coil, which is an excellent resonator at certain frequencies, which are difficult to predict
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FIGURE 2.12 Frequency response of helical coil.

because of the use of second-order Bessel functions. An exact analysis of a helical coil
has been published [2.28] and verified by 3D EM calculations using Ansoft Maxwell
and laboratory measurements. A program is available to analyze a helical coil of
any dimensions. The frequency response of a simple 2-GHz helical coil is shown in
Figure 2.12, where it should be noted that the resonant frequencies are not related by
integers, and the Q or bandwidth of the resonances is frequency dependent, a fact which
is missing from other papers on this topic [2.29, 2.30]. Tapered or conical helical coils
have been used for many years to achieve broadband performance in Hewlett-Packard
bias tees. Since these products appeared in the early network analyzers (1965), this was
obviously an empirical hand-made design. The coil was wound on a conical tapered
dielectric of low dielectric constant, probably Teflon. Helical coils and also tapered
helical coils are useful for filters, oscillators, bias tees, and other low-loss, high-Q
applications.

Another form of a distributed-element transmission line is the twisted-wire trans-
mission line, which is covered in Chapter 4, Figure 4.18. This form of transmission is
used often in mixers below about 2 GHz.
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PROBLEMS
2.1 Calculate the guide wavelength for &, = 10 (alumina) at 100 MHz, 1 GHz, 10 GHz,
and 100 GHz in mils (thousandths of an inch).
2.2 Find the § parameters versus frequency (0.1 to 20 GHz) using a CAD for a chip
resistor with (Fig. 2.3)
R =100 @ L, =1nH C, =0.09 pF
2.3 Using a linear CAD tool, find the S parameters versus frequency (1 to 10 GHz)
of the following circuit:
w; = w3 = 23.0 mils " Viz
w, = 5.0 mils ©) | | ®
ws = 50.0 mils } f
W, —> <— W3
S
All lines are A/8 at 5 GHz. MCROS is the junction effect. Assume
g, = 10 and & = 25 mils.
2.4 A l-mil-diameter gold wire has an approximate inductance of 0.022 nH/mil.
Calculate the bonding inductance if the length is 20 mils. Repeat the calculation
for a high-impedance ideal transmission line (Zy = 100 2 and ¢, = 1) and a
microstrip line (Zy = 100 Q2 and ¢, = 6.7) for a length of 20 mils. Assume ¢, =
10 for the microstrip line.
2.5 Design a bias tee for 6 to 18 GHz using a lumped L and C. Repeat for ideal

transmission lines (¢, = 1). Which gives the best performance over the great-
est bandwidth?



CHAPTER 3

ACTIVE DEVICES

3.1 INTRODUCTION

In the previous chapter, we dealt only with passive devices, and it became apparent
that the microwave frequencies had a drastic impact on the behavior of the components
and structures when the electrical length of a component becomes of the order of A/8
or longer. The majority of microwave circuits use active devices one way or another.
While some applications operate the devices in a linear range, many applications need
to understand the behavior under large-signal conditions. Typical examples for large-
signal operations are mixer and oscillator circuits as well as power amplifiers. The basic
nonlinearities are frequency independent, and yet because the nonlinear capacitance
of the device starts playing a major role at higher frequencies, their effect has to
be considered. Needless to say, this is a hot topic for CAD, specifically, nonlinear
CAD. For small-signal operation, the semiconductor houses provide a set of bias-
dependent S parameters, while for the large-signal operation the nonlinear models are
only occasionally found on the data sheet or web site. Therefore, SPICE (the earliest
nonlinear computer program developed at the University of California at Berkeley
in the 1960s) has been used with simple diode models, Gummel-Poon BJT models,
and simple Schichman—Hodges FET models at extended frequency ranges. The SPICE
(Semiconductor Processing with Integrated Circuit Emphasis) program takes advantage
of nonlinear parameters which describe the semiconductor under medium- to large-
signal conditions based on a set of nonlinear parameters. These parameters will allow
one to predict the bias point, time and frequency dependencies, and even temperature
dependencies. Several companies have introduced microwave-capable SPICE programs
and the latest CAD tools have these capabilities fully integrated. This chapter will

Microwave Circuit Design Using Linear and Nonlinear Techniques, Second Edition
by Vendelin, Pavio and Rohde
Copyright © 2005 John Wiley & Sons, Inc.

51



52 ACTIVE DEVICES

provide some high-frequency insight into the commonly used microwave active devices
and prepare the reader for large-signal considerations.

This chapter begins with a detailed discussion of diode nonlinear performance,
including: the pn junction, the Schottky diode, the pin diode, and the varactor diode
(variable reactance). The basic nonlinearities are the capacitance and the forward bias
current. Next the many forms of three-terminal transistors will be covered:

1. BJT [3.1] A current controlled transistor which is a minority-carrier device
in the base region; this a bipolar device because there are two junctions, the
emitter—base junction, which is forward biased to inject the minority carriers
into the base, and the collector—base junction, which is reverse biased to collect
all of the base minority carriers into the collector. The Gummel—Poon model is
most commonly used, followed by the vertical bipolar integrated circuit (VBIC)
model and MEXTRAM, the nonlinear bipolar model developed by Philips. The
VBIC is an extension of the Gummel—-Poon model, and the MEXTRAM model
uses fewer nodes (five vs. seven) and therefore converges faster than other models
in nonlinear situations (developed by Philips).

2. MOSFET Modern metal—oxide—semiconductor field-effect transistors (MOS-
FETs) have become important at frequencies below 2.5 GHz. Some of the history
includes double-diffused metal oxide semiconductor (DMOS) transistors which
were developed at Signetics in the early 1970s [3.2, 3.3], the high-frequency per-
formance of CMOS transistors, and the development of the high-power laterally
diffused MOS (LDMOS) transistor which is discussed in the power amplifier
chapter (Chapter 9). The nonlinear models come from SPICE developments,
including bipolar CMOS nonlinear (Bi-CMOS) models among others. Bi-CMOS
implies that BJTs, n-channel MOSFETs, and p-channel MOSFETs are on the
same silicon chip [3.4, 3.5].

3. MESFET This transistor came about in 1965 with the development of Schottky
diodes and ohmic contacts simultaneously on GaAs. It is a majority-carrier device
which is voltage controlled at the gate. The name means metal—semiconductor
field-effect transistor. The MESFET/HEMT models constitute a long list,
including Curtice quadratic, Curtice cubic, Statz—Pucel, Materka and modified
Materka (Raytheon/Ansoft), Tajima, Root (HP/Agilent), Angelov, Parker,
EEFET3, EEHEMTI1, and TOM3 (Triquent’s own model), with more to come.

4. HEMT (PHEMT and MHEMT) This is replacing MESFETs in many applica-
tions due to superior performance. It is a high-electron-mobility transistor first
introduced about 1980 by Fujitsu. It has progressed to PHEMT and MHEMT
structures, with even better performance. A PHEMT is a lattice-matched pseu-
domorphic HEMT, while a MHEMT is a metamorphic HEMT, a newer devel-
opment with great promise [3.6], where graded layers of doping are employed.

5. HBT The heterojunction bipolar transistor (HBT) was originally developed to
improve emitter injection efficiency in GaAs BJTs, which has been a long-
standing problem (since 1965). In addition, the SiGe HBT was added to the
list about 1985 and offers a very low cost process with excellent microwave
performance limited only by the low T max value of 155°C.

The landscape has improved dramatically since the 1988 assessment of transistor
performance given in the first edition of this book. The gains are higher, the noise
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TABLE 3.1 Six Active Device Types [3.6]

BIT MOSFET MESFET PHEMT MHEMT HBT

Ge CMOS Si Al,O3GaAs InAlAs/InGaAs InGaP/InGaAs

Si DMOS GaAs InGaAs SiGe
LDMOS

figures are lower, the frequencies keep climbing, and, of course, the output powers
continue to grow. Some recent developments include the enhancement- as well as
depletion-mode PHEMTs, which are serious contenders for 2-GHz wireless amplifiers.
The newer materials being developed today offer even further improvements in the near
future, such as SiC and GaN, very promising high-power FETs. In addition n-channel
MOSFETs have shown considerable promise at 60 GHz. A table of the six types of
active devices is provided in Table 3.1.

3.2 DIODES!

The diode model [3.7] contains a nonlinear current source that follows the Shockley
equation:
Current = I5 (¢"//NV' — 1) 3.1

where V; = voltage across junction
V; = thermal voltage (= kT/q)
N =1.04-1.08 (typical)

These values, with the model parameters Iy and N, are used to model the cur-
rent—voltage effects of the semiconductor junction. This does not include the nonideal
operation of real diodes. For example, at low currents (less than 1 nA), other semicon-
ductor processes such as recombination increase the flow of current under forward bias.
By setting I to different values, we can obtain the characteristics of other devices,
such as a Schottky barrier diode or a silicon diffused-junction diode. High-current
effects are modeled, grossly, by including a series resistance that is intended to combine
the effects of bulk resistance (the material on each side of the junction) and high-level
injection. At high currents where the current density J_g x A is of the order of the
semiconductor doping, about 10'® cm™3, the observed diode current stops following

the Shockley form
Trorward = ISevj/er (3.2)

and approaches a modified form:
Itorward = ISer/ZNVl (33)

This equation is also used at low currents where recombination effects occur.

T Portions of this chapter’s diode coverage are based on material from the book RF/Microwave Circuit
Design for Wireless Applications by Ulrich L. Rohde and David P. Newkirk, Wiley, New York, 2000.
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3.2.1 Large-Signal Diode Model

Three diode models are used in the industry:

e Microwave diode model (including parasitics)
e The pin diode model
¢ Enhanced SPICE diode model

Figure 3.1 shows the large-signal microwave diode model. Its keywords appear in
Table 3.2. This model can also be used to simulate varactor and Schottky diodes.

Table 3.3 lists SPICE parameters for a selection of Schottky mixer diodes by Alpha
(Skyworks).

In most cases, the diode capacitance is modeled by a voltage-dependent capacitor,
which is connected in parallel with the nonlinear current generator described previously,
to represent the charge storage effects of the junction. There are two components to
this charge:

e Reverse-voltage capacitive effect of the depletion region
o Forward-voltage charge represented by mobile carriers in the diode junction

Reverse-voltage capacitance follows the simple approximation that the depletion region
(the area of the junction that is depleted of carriers) serves as the gap between the
“plates” of a capacitor. This region varies in thickness, and therefore the capacitance
varies with applied voltage. For a step (abrupt) junction or linearly graded junction,
the capacitance approximation is

CJU
(1 =V;/p)"

where C, is the zero-bias value, ¢ (phi) is the junction barrier potential, and M is the
grading coefficient that varies (% is used for step junctions and % is used for linearly
graded junctions, and most junctions are somewhere in between except the hyperabrupt
junction, which can have M as high as 6 over a limited bias range).

There is often confusion about the barrier potential, which appears in the capacitance
equation. From capacitance measurements, ¢ (model parameter V;, not to be confused
with V; in the equations) takes on a value of nearly 0.7 V for regular (silicon) junction

Capacitance = (3.4

4 o0
T ©
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FIGURE 3.1 Large-signal microwave diode model. This model is temperature dependent.
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Keyword Description Unit Default
Intrinsic Model
IS Saturation current A 0
ALFA Slope factor of conduction current v~ 38.696
IB Breakdown saturation current A 10 mA
VB Breakdown voltage v —00
E Power law parameter of breakdown current — 100
CTO Zero-bias depletion capacitance F 0
A\l Built-in barrier potential A% 0.8
GAMA  Capacitance power law parameter — 0.5
GCl1 Varactor capacitance polynomial coefficient 1 v-! 0.0
GC2 Varactor capacitance polynomial coefficient 2 V=2 0.0
GC3 Varactor capacitance polynomial coefficient 3 V=3 0.0
CDO Zero-bias diffusion capacitance (pn diodes) F 0
AFAC Slope factor of diffusion capacitance V-1 38.696
RO Bias-dependent part of series resistance in forward-bias condition Q 0
T Intrinsic time constant of depletion layer for abrupt-junction diodes s 0
KF Flicker noise coefficient — 0.0
AF Flicker noise exponent — 1.0
FCP Flicker noise frequency shape factor — 1.0
AREA Area multiplier — 1.0
Extrinsic Model
CP Package parasitic capacitance F 0.0
CB Beam-lead parasitic capacitance F 0.0
LP Package parasitic inductance H 0.0

TABLE 3.3 Diode SPICE Parameters for Alpha Diodes

Parameter Unit SMS1546 SMS3922 SMS3923 SMS3924 SMS3926 SMS3927 SMS3928 SMS7621 SMS7630
Is A 3E7 3E-8 SE-9 2B-11  25E07 1.3B-09 O9E-13  4E-8 5E-06
Rs Q 4 9 11 11 4 4 4 12 30
n — 104 1.08 1.05 1.08 1.04 1.04 1.04 1.05 1.05
T sec. 1E-11  8B-11  SE-11  8E-I 1E-11 1E-11 1E-11 1E-11 1E-11
Ch pF 038 0.9 0.93 1.6 0.42 0.39 0.39 0.1 0.14
m — 036 0.26 0.24 04 0.32 0.37 0.42 0.35 04
Eg eV 0.69 0.69 0.69 0.69 0.69 0.69 0.69 0.69 0.69
X, — 2 2 2 2 2 2 2 2 2
Fc — 05 0.5 0.5 0.5 0.5 0.5 0.5 5 05
By vV 3 20 46 100 2 3 4 3 2
Ipv A 1ES 1E-5 IE-5 1E-5 1.00E-5 1.00E-5 1.00BE-5 1E-5 0.0001
V; — 051 0.65 0.15 0.84 0.495 0.595 0.800 051 0.34

diodes and a range of 0.58 to 0.85 volt for various Schottky barrier diodes. This value
is sometimes confused with the forward-current voltage drop of the diode or the energy
gap of the material; it is neither of these, but similar in value usually.

Varying M generates a variety of reverse-bias capacitance characteristics. Inspection
of the capacitance formula reveals that it predicts infinite capacitance for a forward
bias, which is not the case for a real junction. Several depletion—capacitance formulas
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have been proposed that more correctly fit observed operation; however, SPICE uses a
simple approach: for forward biases beyond some fraction (set by the parameter F¢) of
the value for ¢, the diode current is calculated as the linear extrapolation of the current
at the departure. This provides a continuous numerical result and does not affect circuit
operation significantly because, for forward bias, the device capacitance is normally
dominated by diffusion capacitance.

Another useful form for the depletion capacitance is given by

(Ve +¢)'?

= o

(3.5)

where C, is the capacitance at breakdown, Vi is the reverse-bias voltage, Vj is the
breakdown voltage, and ¢ is the built-in potential.

The diffusion charge (and therefore the capacitance) varies with forward current and
is simply modeled as a transit time (model parameter 77) for the carriers to cross the
diffusion region of the junction. The total charge is

diffusion charge = device current x transit time 3.6)

and capacitance is the derivative, with respect to bias, of this:

Is V;
Diffusi itance = T ! 3.7
iffusion capacitance T NV, exp (NV,) 3.7

Diffusion charge manifests itself as the storage time of a switching diode, which is
the time required to discharge the diffusion charge in the junction, which must happen
before the junction can be reverse biased (switched off). Storage time is normally
specified as the time to discharge the junction so that it is supporting only a fraction
(typically 10%) of the initial reverse current. First, a forward current is supplied to the
device to charge the junction. Then, as quickly as possible, a reverse current is supplied
to the device. Internally, the junction is still forward biased to a voltage nearly the same
as before the switch in current; the junction is still conducting at the forward-current
rate. This internal current adds to the external current as the total current discharging the
junction. As the junction voltage decreases, the internal current falls off exponentially
(according to the Shockley equation). This system is a relatively simple differential
equation that can be solved to an explicit equation for the 77 parameter (assuming
complete discharge) as follows:

Lo storage time
Transit time = 3.8)

In[(Ir — 1)/ — IR]

The diffusion charge dominates the reverse-recovery characteristic of the diode. During
the last part of the recovery, as the junction becomes reverse biased, the depletion
capacitance dominates. This causes the small tail at the end of the discharge cycle. Total
capacitance is taken to be the sum of these capacitances: The depletion approximation
dominates for reverse bias as the device current is small, and the diffusion proximity
dominates for forward bias as the device current is large.
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FIGURE 3.2 Direct-current /—V curves for seven diodes, showing various barrier voltages
that result from different doping profiles.

A special case for diode application is the switching diode, and its description and
application will be part of a later chapter. Figure 3.2 shows the dc /—V curves, which
indicate the different voltage potential, that are a result of the different doping profiles.

3.2.2 Mixer and Detector Diodes

Electrical Characteristics and Physics of Schottky Barriers Schottky barrier
diodes differ from junction diodes in that current flow involves only one type of
carrier instead of both types. That is, in n-type Schottky, the forward current consists
of electrons flowing from the metal (anode) to the n-type material, which is the cathode.
Since the number of holes flowing in the opposite direction (flowing from the n-type
material into the metal) is negligible, we say the Schottky diode is a majority-carrier
(electrons-only) device. Also T; = 0 for Schottky diodes.

Diode action results from a contact potential set up between the metal and the
semiconductor, similar to the voltage between the two metals in a thermocouple. When
metal is brought into contact with an n-type semiconductor (during fabrication of the
chip), electrons diffuse out of the semiconductor, into the metal, leaving a region under
the contact that has no free electrons (“depletion layer”). This region contains donor
atoms that are positively charged (because each lost its excess electron), and this charge
makes the semiconductor positive with respect to the metal. Diffusion continues until
the semiconductor is so positive with respect to the metal that no more electrons can go
into the metal. The internal voltage difference between the metal and the semiconductor
is called the contact potential and is usually in the range of 0.3 to 0.8 V for typical
Schottky diodes. A cross section is shown in Figure 3.3.

When a positive voltage is applied to the metal, the internal voltage is reduced, and
electrons can flow into the n-type cathode material. The process is similar to thermionic
emission of electrons from the hot cathode of a vacuum tube, except that the electrons
are “escaping” into the cathode material instead of into a vacuum. Unlike the vacuum
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FIGURE 3.3 Schottky diode chip cross section.

tube case, room temperature is “hot” enough for this to happen if enough voltage is
applied. However, only those electrons whose thermal energy happens to be many
times the average can escape, and these “hot electrons” account for all the forward
current from the semiconductor into the metal.

One important thing to note is that there is no flow of minority carriers from the
metal into the semiconductor and thus no neutral plasma of holes and electrons is
formed. Therefore, if the forward voltage is removed, current stops “instantly” and
reverse voltage can be established in a few picoseconds. There is no delay effect to
charge storage as in junction diodes. This accounts for the exclusive use of Schottky
barrier diodes in microwave mixers, where the diode must switch conductance states
at microwave oscillator rates.

The voltage—current relationship for a Schottky barrier diode is described by the
Richardson equation (which also applies to thermionic emission from a cathode). The
derivation is given in many textbooks:

I = AAgcT? exp (—%) [exp <%> — Mi| 3.9

where A = area (cm?)
Arc = modified Richardson constant (A/K%/cm?)
k = Boltzmann’s constant
T = absolute temperature (K)
¢p = barrier height (V)
V, = external voltage across depletion layer (positive for external voltage),
=V — IRy
Rg = series resistance
M = avalanche multiplication factor
I = diode current (A) (positive forward current)

The barrier height ¢p is typically a few tenths of a volt higher than the contact potential
¢¢ (about 0.15 V higher than ¢¢ for silicon). This equation agrees well with experi-
mental data for diodes without surface leakage but is difficult to use because Agrc, @5,
and M are all dependent on applied voltage.

The major cause for variation in ¢p with voltage is the so-called image effect, in
which the barrier height is lowered as the electric field near the metal is increased,
especially at the edges.
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A better equation for circuit designers to use is one in which all parameters are
independent of voltage and current. The simplest one that agrees reasonably well with
Richardson’s equation is

I=1 Yy 4 X (3.10)

= exp| —— | — R —— .
S1*P\ 0.028 1—Vg/V

where Iy = “saturation current” (a temperature-dependent quantity)

0.028 = nkT/q at room temperature (n = 1.08)
n = forward slope factor (derived from the variation of ¢g with forward
voltage)
K = reverse slope factor (expressing the variation of ¢p with reverse voltage)
Vp = breakdown voltage (the voltage at which M = 1)

As before, V and I are considered positive for forward bias and negative for reverse
bias.

Typical ranges for these parameters for microwave Schottky and point-contact mixer
diodes are as follows:

Ig: 1072 t0 107° A
n: 1.04 to 1.10

Rg: 21020

K: 8 to 100

Vg:2t020 V

The quantities Is and 0.028 are strongly temperature dependent, while both Rg and Vp
increase with temperature to a slight degree. Series resistance Rg increases with current
at high current levels (due to carrier velocity saturation) but is essentially independent
of current at 10 mA and below for mixer diodes. Thus, for normal mixer and detector
operation, Rg can be considered constant.

Agreement between Egs. (3.9) and (3.10) is not perfect but (3.10) is much easier
to use and is preferred by most circuit designers. A comparison of the two equations
near zero bias gives the following relationship between zero-bias barrier height ¢y and
saturation current:

qoo
Is = AARcT? exp ——
s Rc! ~€Xp KT

~ (1074 A %o (f ilicon at t ture) (3.11)
= X — or suicon at room temperature .
om? P\ 70.026 " P

Small-Signal Parameters By combining Egs. (3.10) and (3.11), the values of the
parameters in Eq. (3.9) can be derived from a few simple measurements. Many spe-
cific equations can be derived, but the following are commonly used for production
measurements:

oo Ven = Vi = 0.065

57 0.009
Vi1 —0.001Rs +0.28 4 0.121og,, D
B 1.08

(for n = 1.08) (3.12)

$o

(3.13)
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Vi1 — Vioq — 0.0009Rs

- 3.14
" 0.060 (.19
I
K = (ﬂ _ 1) Vs (3.15)
Ig
Vri Rs
Is = _ it} A 3.16
s eXp( 0.028 " 28) (mA) (3.16)

where Vg1, Vg1, and Vg are the forward voltages at 0.1, 1, and 10 mA, respectively,
and I is the reverse current at 1 V. (The derivation of these equations requires that
Is be small compared to 0.1 mA.) The quantity D is the diameter of the metal—silicon
contact in mils. Measuring Vp; at 1 and 10 mA instead of some other current levels
leads to the best accuracy for typical mixer diodes.

The total dynamic resistance for a forward-biased diode is given by

Rr= _pey KT poiR 3.17)
T T g1 T ! ‘
and
28 . .
Rg = 1 at room temperature (with / and Iy in mA,n = 1.08)  (3.18)
s

This equation is also good at zero bias (unless K is very large or there is significant

surface leakage). That is,

28
Ry = Rs + —= (3.19)
Is

For reverse voltages of a few volts, the dynamic resistance is dominated by the K term:

. dv __ Vg
Ry = reverse resistance = — = —— (3.20)
dl KIg

For typical values of Ig, Ry is larger than 5000 €2 and Rg is larger than 100 k€.
For some zero-bias Schottky applications, it is desirable for Ry to be made smaller
than this.

The factors that determine Ry are the thickness of the epitaxial layer, the epi doping
level (Np), the barrier diameter, the substrate resistivity (“spreading resistance”), the
contact resistances of the metals used for the barrier and the substrate contact, and
the resistance associated with the bonding wire or whisker. The barrier height is about
0.15 V higher that the contact potential between the barrier metal and the semicon-
ductor and is influenced by the method used to apply the metal, conditions at the edge
of the junction, and the doping level. Saturation current depends on barrier height,
junction area, and temperature and the slope factors n and K depend on doping level,
punchthrough voltage, and edge conditions.

Junction Capacitance The capacitance of a Schottky barrier chip results mainly
from two sources: the depletion layer under the metal—semiconductor contact and the
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capacitance of the oxide layer under the bonding pad (the so-called overlay capaci-
tance). The bonding pad is required because the typical Schottky barrier diameter is so
small that it is impractical to bond directly to the metal on the junction. If the semi-
conductor epitaxial layer is uniformly doped, the capacitance—voltage characteristic is
similar to that of a textbook “abrupt-junction” diode:

858()14/
C, = Gy (3.21)
Xp
2 -V
Xp = es&o(dc ) (3.22)
gN

where ¢ = contact potential
Cyp = overlay (bonding pad) capacitance
eg = dielectric constant of the semiconductor (11.7 for Si or 12.8 for GaAs)
N = doping level for the epitaxial layer
A’ = effective contact area, including fringing corrections

In practical terms, the capacitance can be related to the 0-V barrier capacitance defined by

A
Cpo = 520 (3.23)
Xpo
where
1.3 x 101
Xpo = . )% (um) (3.24)
D
The resulting C—V relationship can be written as
Cpo
Cj=———=+0Cp (3.25)
VI=V/¢c
The contact potential ¢ is related to the barrier height as follows:
N
dc = ¢y — 0.026 [1 +L, <—C>]
N
= ¢ —0.15  (for silicon with N = 10'7) (3.26)

The theoretical meaning of these terms can be clarified by looking at Figure 3.4.

3.2.3 Parameter Trade-Offs

Barrier Height The barrier height of a Schottky diode is important because it directly
determines the forward voltage. To get a good noise figure, the LO drive voltage V,
must be large compared to V7, which is essentially V. Normally, it is best to have a
low forward voltage (low Vg;), or low drive diode, to reduce the amount of LO power
needed. However, if a high dynamic range is important, high LO power is needed, and
the diode can have a higher Vr and should also have a high Vp (see Table 3.4).
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FIGURE 3.4 Schottky diode band diagrams: (a) forward bias; (b) reverse bias.

TABLE 3.4 Barrier Height Versus LO Power

Type Typical Vi LO Power (mW) Application
Zero bias 0.10-0.25 <0.1 Mainly for detectors
Low barrier 0.25-0.35 0.2-2 Low-drive mixers
Medium barrier 0.35-0.50 0.5-10 General purpose
High barrier 0.50-0.80 >10 High dynamic range

Noise Figure Versus LO Power At low LO drive levels, the noise figure is poor
because of poor conversion loss, due to a too-low conduction angle. At very high LO
drive levels, the noise figure again increases due to diode heating, excess noise, and
reverse conduction.

If a high LO drive level is needed, for example, to get higher dynamic range, a high
Vg (>5 V) should be specified. However, nature requires that you play for this with
higher Rg (lower f¢), so the noise figure will be degraded compared to what could be
obtained with diodes designed for lower LO drive. Forward voltage and breakdown
are basically independent parameters, but high breakdown is not needed or desirable
unless high LO power is used.

Such a high-breakdown diode will have low reverse current (which is important
only if the diode has to run hot).



DIODES 63

Silicon Versus GaAs Typical silicon Schottky diodes have cutoff frequencies in the
800- to 2000-GHz range, which is good enough through the Ku band [3.8, 3.9].

At the Ku band and above or for image-enhanced mixers, higher f- may be needed,
which calls for the use of GaAs diodes. These have lower Rg due to higher mobility,
which translates to cutoff frequencies in the 1000- to 4000-GHz range.

However, if intermediate frequency (IF) is low, be careful; GaAs diodes have high
1/ f flicker noise. They also have high Vg, so more LO power is required.

C, Versus Frequency There is a lot of latitude in choosing C;. However, in
general, the capacitive reactance should be a little lower than the transformed line
impedance (Zy). If Z; is not known, a good way to start is to use X values of
50-100 €2. Experience has shown that most practical mixers use an X near this
value (a little higher in the waveguide and lower in 50-Q2 systems). This translates
to the following rule of thumb for choosing the junction capacitance of a diode for
operation at frequency f (in GHz):

100 1.6
Co~—=— (P (3.27)
w f

To evaluate possible tolerances, we show the range of forward currents as a function
of diode voltage (Fig. 3.5), the junction capacitance as a function of the bias voltage
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FIGURE 3.5 Forward dc characteristic curve range—voltage versus current.



64 ACTIVE DEVICES

0.18
0.16
0.14
0.12
0.10

0.08

Junction Capacitance (pF)

0.06

7,2

AR

J%%

W 2774

L

+0.5

0

-1 -2 -3 -4
Voltage (V)

FIGURE 3.6 Junction capacitance range versus voltage.

10.0

Test C(')nditic'ms:
F =16 GHz, R_ =100 Q

Nif = 10 dB
DC Bias = Optimum

9.0

8.0

R

7,
4
N 'O)'O@

7.0

s

Noise Figure (dB)

6.0

<K<K

Do, |y

5.0

%A;(/fe %

(2755

4.0
0.01 0.02 0.05 0.1 02 05 1.0 20 5.0 10.0

Local Oscillator Drive (milliwatts)

700

600

500

400

300

200

100

FIGURE 3.7 RF parameters versus LO drive level.

(Fig. 3.6), and finally some important RF parameters, such as noise figure and IF

impedance, as a function of the LO drive (Fig. 3.7).

3.2.4 Mixer Diodes

As an example of some of the parameters for mixer diodes, Table 3.5 gives data on
some of the X-band mixer diodes. The NF is measured at 9.375 GHz.

Linear Diode Model Figure 3.8 shows the linear diode model. Its keywords appear
in Table 3.6. Circuit simulators such as those supplied by Ansoft and Agilent provide
a model library that has SPICE-type parameters for diodes (regular diodes, varac-
tor diodes, and pin diodes) as well as bipolar transistors and FETs, which will be

discussed later.

-5

IF Impedance (ohms)
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TABLE 3.5 X-Band Mixer Diodes

Typical Typical Typical Typical

VF FCO RS Cjo Maximum

Material Barrier (at 1 mA) (GHz) () (pF) NF (dB)
n GaAs high .70 1000 — 0.15 5.0¢
n GaAs (BL) high .70 500 — 0.15 6.0¢
n GaAs (chip) high .10 1000 — 0.15 5.3¢
n silicon (BL) low 28 150 6 0.20 6.5
n silicon (quad) low .28 150 6 0.20 6.5
p silicon (BL) low .28 150 12 0.20 6.5
n silicon (BL) high .60 100 8 0.20 6.5
n silicon (quad) high .60 100 8 0.20 6.5
n silicon low 28 200 6 0.15 5.5
p silicon low 28 200 18 0.14 6.0
p silicon med 40 150 12 0.12 6.5
n silicon low .28 150 8 0.18 6.5
p silicon low 28 150 12 0.18 6.5
“Specified for N = 1.0 dB.
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FIGURE 3.8 Linear diode model. This model is temperature dependent.

TABLE 3.6 Linear Diode Model

Keyword Description Unit Default
LP Package inductance H 0.0
CB Beam lead capacitance F 0.0
CP Package capacitance F 0.0
RS Contact resistance Q 0.0
RJ Junction resistance Q

cJ Junction capacitance F

3.2.5 pin Diodes

Introduction The pin diode [3.8], in comparison with other microwave semicon-
ductor devices, is fairly easy to understand. This make it possible to reduce complex
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behavior to simple terms and enables the microwave engineer to grasp the operating
principles and design details of this family of devices.

We do not attempt to describe the many possible microwave circuits in which pin
diodes are used. Rather, we attempt to explain the behavior of the diode in all aspects,
giving the facts and some of the theory behind the facts. We offer the circuit designer
the opportunity to understand the pin, so that he or she can understand its behavior
in circuits. We assume the reader knows the circuit equations; to that knowledge we
hope to add diode equations.

Most of the material presented consists of generalized data and explanations of the
behavior of pin diodes; we conclude with a brief description of circuit performance,
test methods, and some hints on proper pin specification writing.

The user can then evaluate the trade-offs involved in diode design and perfor-
mance and be able to select the most nearly optimum diode from the wide range of
diodes offered.

Large-Signal pin Diode Model Figure 3.9 shows the large-signal model for a pin
diode. Table 3.7 lists its keywords.

Notes on the pin Diode Model

1. The pin diode model is used to model a bias-dependent RF resistance for use in
pin diode circuits such as attenuators and switches. The resistance varies from
Riax to Rg using the R function above. A typical R-versus-/ characteristic is
shown in Figure 3.10 with parameters Is = 5.96 nA, Rg = 2.016, Ry,,x = 6500,
K; =0.1272, K, = 1.0, N = 2.077.

2. The transit time parameter 77 can also be used to approximately model a
switching pin diode’s reverse-recovery time—a value often provided by diode
manufacturers.

3. Diode breakdown can be modeled by specifying IBV and BV parameters.

4. The reverse-bias capacitance characteristics can be more accurately modeled
than the common expression derived from pn junction theory. The capacitance

grading coefficient exponent can be expressed as a polynomial function of voltage
by specifying values for GC1, GC2, and GC3.

P R j

FIGURE 3.9 Large-signal pin diode model. This model is temperature dependent.
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Keyword Description Unit Default
Intrinsic Model
IS Saturation current A 1.0 x 10714
N Emission coefficient — 1.0
IBV Magnitude of current at reverse breakdown voltage A 1.0 x 10714
BV Magnitude of reverse breakdown voltage v o0
FC Coefficient for forward-bias depletion capacitance — 0.5
CJO Zero-bias pn junction capacitance F 0.0
\2) Built-in junction potential \Y 1.0
M pn Junction grading coefficient — 0.5
GCl1 Varactor capacitance polynomial coefficient 1 v-! 0.0
GC2 Varactor capacitance polynomial coefficient 2 V-2 0.0
GC3 Varactor capacitance polynomial coefficient 3 V-3 0.0
TT Transit time S 0.0
K1 Variable resistance coefficient v 0.0
K2 Variable resistance current exponent — 1.0
RMAX Maximum resistance of pin intrinsic region Q 0.0
KF Flicker noise coefficient — 0.0
AF Flicker noise exponent — 1.0
FCP Flicker noise frequency shape factor — 1.0
AREA Area multiplier — 1.0
Extrinsic Model
RS Series resistance (minimum resistance of pin diode) Q 0.0
CP Package parasitic capacitance F 0.0
CB Beam-lead parasitic capacitance F 0.0
LP Package parasitic inductance H 0.0
1.00E06 : ; = =
100 MHZ = Generic PIN Diode =
1.00E05 ‘ ‘ -
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FIGURE 3.10 Simulated pin diode resistance as function of dc at 1, 10, and 100 MHz.
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5. The pin diode model was derived from J Walston [3.10].
6. Following Sze [3.11], the variable resistance may be modeled by setting
3 w2

R =2V 3.28
8 'D,t,Ir (3.28)

where W = width of intrinsic region
D, = ambipolar diffusion coefficient
7, = ambipolar lifetime
Vr = thermal voltage
Ir = forward current

Basic Theory: Variable Resistance Intrinsic or “pure silicon” as it can be grown
in a laboratory is an almost lossless dielectric. Some of its physical properties include
the following:

Dielectric constant (relative) 11.7

Dielectric strength 400 V/mil (approximate)
Specific density 2.3

Specific heat 0.72 J/g/i°C

Thermal conductivity 1.5 W/em/°C

Resistivity 300,000 2-cm

Since a pin diode is valuable essentially because it is a variable resistor, let us concen-
trate initially on the resistivity. Consider a volume comparable to a typical pin diode
chip, say 20 mils in diameter and 2 mils thick. This chip has a dc resistance of about
0.75 M. High resistivity in any material indicates that most of the likely carriers of
electric charge, electrons and holes, are tightly held in the crystal lattice and cannot
“conduct.”

In real life there are impurities (typically boron) that cannot be segregated out of
the crystal. Such impurities contribute carriers, holes or electrons, that are not very
tightly bound to the lattice and therefore lower the resistivity of the silicon.

Through various techniques we can adjust the level of impurities, called dopants,
to produce resistivities ranging from 10 k2-cm (for good pin diodes) to 0.001 2-cm
(for substrates).

If the impurity adds “electrons” to the crystal, it is called a donor; if it adds a hole, it
is called an acceptor. Boron adds holes, hence it is an acceptor, and the silicon—boron
combination is called p-type, or positive, because it has an excess of positive carriers.
Phosphorus, on the other hand, is a donor, adding electrons, and the corresponding
mix is n-type, or negative.

There are many concepts important to the physicist but not to the diode user that
elaborate upon the impact of impurities on the behavior of silicon. The more carriers
added, the lower the resistivity.

If one wished to vary the resistance of a given diode, in principle he or she could
bring it into a semiconductor laboratory, add or subtract carriers as desired, and perhaps
even make the process reversible. However, this is a slow, expensive, and impractical
way to make a variable resistor; one would be better advised to take a wrench and a
soldering iron and replace a component.
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The pin diode derives its value from the fact that the free charge carrier concentration
in silicon, and hence its resistance, can be varied electronically by means of current
from a simple bias supply. This can be done rapidly (in nanoseconds in some cases),
reversibly, repeatably, and accurately. The thing that makes this possible is called a
Jjunction, the interface between the relatively pure silicon in the middle of the pin diode
(the i stands for intrinsic) and the heavily doped layers on either end, p* and n™. The
p™T region is rich in holes; the n* region is rich in electrons. Both of these regions
have low resistance. The i region is the variable resistive element in the diode (see
Fig. 3.11). In the absence of any external bias, internal effects within the crystal keep
the charges fixed; the resistance of the i region is high.

When the p* region (anode) is biased positively with respect to the n™ region
(cathode), the interface potential “barrier” is overcome. And direct current flows in the
form of holes streaming from p* toward n't, with electrons moving in the opposite
direction; we say that free carriers have been injected into the i region. The resistance
of the i region becomes low.

The number of free carriers within the i region determines the resistivity of the
region and thus the resistance of the diode.

Consider “one hole” and “one electron” drifting in opposite directions in the i
region under the impetus of the applied field. Under certain conditions, imperfections
in the silicon may cause these carriers to recombine. They are no longer available to
constitute current or to lower the resistivity of the i region.

It can be shown that the amount of “recombination” between holes and electrons
that continuously takes place in a semiconductor is governed by a property of the lattice
called lifetime. In fact, lifetime is defined as the reciprocal of recombination rate.

Thus Qg = Qpexp(—t/T.), where Qg is the total amount of free charge “stored”
in the i region and 77, is the lifetime, or the mean time between recombination events.
In a steady-steady condition, the bias supply must deliver current to maintain constant
Qs. The required current is

Osd Os
=24 9s 3.29
4 o T, (3.29)

or Qg = I4.Ty, dropping the minus sign.

Ignoring some details that are not crucial to this section, we can now calculate the
resistance of a given diode of area A and thickness W (W stands for base width, the
width or thickness of the intrinsic layer). The p* and n™ regions have essentially zero
resistance, as they are very heavily doped.

P

N+ P+

PIN Chip NIP Chip

Note: Chips and diodes of either PIN or NIP polarity are
generally available for any application. The only basic
difference is the polarity of the heat sink end of the
diode.

FIGURE 3.11 General outline of pin diode construction.
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The resistivity of a given material is inversely proportional to the number of free
carriers, N, and the mobility (not quite the same as velocity) of the carriers. Thus
1

= (3.30)
q(un N+, P)

0

Both holes and electrons, j,, @), are mobilities of electrons and holes and N, P are
numbers of electrons and holes. Simplifying,

_ C
" Qgd

where C is a collection of constants and Qgd is the stored charge density (numbers
per unit volume). For our piece of silicon, the volume is WA, and

o 3.31)

Os
d=— 3.32
Os WA (3.32)
The resistivity is
CWA
p= (3.33)
Os
and the resistance is
Re — W W (3.34)
STPA T Ity '
This is a fundamental equation in pin diode theory and design.
Rigorous analysis shows that
2K1/q ( W _1[. w D
R = sinh tan” " | sinh 3.35
Iy 2/ DT, 2/ DT, ¢ )

where K = Boltzmann’s constant
T = temperature (K)
D = diffusion coefficient, =u KT /q

For most pin diodes, W/DTy, is less than unity, and the equation simplifies to the
simple equation above.

Typical data on Rg as a function of bias current are shown in Figure 3.12. A wide
range of design choices are available, as the data indicate. Many combinations of W
and T;, have been developed to satisfy the full range of applications.

Breakdown Voltage, Capacitance, and Q Factor The previous section on Ry
explained how a pin diode can become a low resistance, or a “short.” This paragraph
will describe the other state: a high impedance, or an “open.” Clearly, the better pin
diode is the one that has the better on—off ratio at the frequency and power level of
interest.

If we return to the undoped, or intrinsic, i region, we note that it is an almost
lossless dielectric. As such, it has a dielectric strength of about 400 V/mil, and all pin
diodes have a parameter called V,, breakdown voltage, which is a direct measure of
the width of the i region. Voltage in excess of this parameter results in a rapid increase
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FIGURE 3.12 Typical series resistance as function of bias (1 GHz).

in current flow (called avalanche current) (Fig. 3.13). When the negative bias voltage
is below the bulk breakdown of the i region, a few nanoamperes will be drawn. As V,,
is approached, the leakage current increases often gradually, as is exaggerated in the
curve. This current is primarily caused by less-than-perfect diode fabrication, although
there is some contribution from temperature. Typically, the leakage current occurs at
the periphery of the i region. For this reason, various passivation materials (silicon
dioxide, silicon nitride, hard glass) are grown or deposited to protect and stabilize this
surface and minimize leakage. These techniques have been well advanced over the
years, and pin diode reliability has improved as a result.

Most diodes are specified in terms of minimum V), for a nominal leakage, usually
10 pA.

It will be noted later that RF voltage swings in excess of the rated V), are permitted,
for the mechanisms causing leakage current do not always respond at radio frequencies.
However, bulk breakdown is effectively instantaneous, and that voltage should never
be exceeded.

The next characteristic of our “open” circuit is the capacitance. In simplest form,
the capacitance of a pin diode is determined by the area and width of the i region and
the dielectric constant of silicon; however, we have discussed the fact that intrinsic
material does contain some carriers and therefore has some conductivity. An E field
could not exist unless all these carriers were swept out, or depleted.

Application of a reverse bias accomplishes this. At zero bias, the excess carriers
on either side of the junction are separated, held apart, by “built-in” fields. This is the
contact potential (about 0.5 V for silicon). If there are only a few excess carriers in the
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FIGURE 3.13 Voltage versus current for various pin diodes.
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i region, this “potential” can separate the charges more easily. The junction “widens”
in the sense that, starting at the p™ and i interface, there is a region of no free carriers
called the depletion zone. Beyond this depletion zone the i region still contains the
free charges with which it started. With the application of reverse bias, the depletion
zone widens. Eventually, at a bias equal to a so-called punchthrough voltage (Vpr), the
depletion zone fills the entire i region. At this voltage, the 1-MHz capacitance bottoms
out and the diode Q reaches its maximum. Figure 3.14 illustrates the equivalent circuit
of the i region before punchthrough.

Some very interesting facts can be derived from this model. Consider the undepleted

region; this is a lossy dielectric consisting of a volume (area A, length /) of silicon of
permittivity 12 and resistivity p. The capacitance is

i

FIGURE 3.14 Equivalent circuit of i region before punchthrough.
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and the admittance is
. (12@0A)f

l

2 (3.37)

The resistance is pl//A and the conductance is A/pl.

At very low frequencies, the undepleted zone looks like a pure resistor. At very high
frequencies it looks like a lossy capacitor. The “crossover” frequency depends on the
resistivity of the i region material. For p of 160 Q2-cm, the frequency is 1 GHz. Higher
resistivity is generally used for pin diodes—say, 1000 Q2-cm—and the crossover fre-
quency is 160 MHz.

Diode manufacturers measure junction capacitance at 1 MHz; clearly, what is mea-
sured is the depletion zone capacitance.

If the i region thickness is W and the depletion with X, the undepleted region is
W — X,.

The capacitance of the depleted zone is, proportionally,

1
X, (3.38)

and that of the undepleted zone is

|
WX, (3.39)
The 1-MHz capacitance as a function of reverse bias is seen in Figure 3.15.

The 1-MHz capacitance decreases with bias until punchthrough, where X; = W.
However, at microwave frequencies well above the crossover, the junction looks like
two capacitors in series:

C,C, 1

Cr=——a—
c;,+C, W

(3.40)

That is, the microwave capacitance tends to be constant, independent of X, and
bias voltage.
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o B f Generally
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] all Types
Y
0 10 100
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FIGURE 3.15 Typical 1-MHz capacitance.
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However, since the undepleted zone is lossy, an increase in bias up to the
punchthrough voltage reduces the loss.

At any given frequency, the equivalent network can now be drawn as Figure 3.16.

The equivalent series resistance of the undepleted region is now R,. Typical R,
data are shown in Figure 3.17.

An alternate equivalent network is shown in Figure 3.18, and typical R shunt data
are shown in Figure 3.19.

A good way to understand the effects of series resistance is to observe the insertion
loss of a pin chip shunt mounted in a 50-2 line, as shown in Figure 3.20.

An accepted way to include reverse loss in the figure of merit of a pin diode is

to write
1

= — 3.41
2rCy/RsR, ¢ )

0

Cy
RC | l RV :

FIGURE 3.16 Simplified equivalent circuit, series.
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FIGURE 3.17 Reverse series resistance R,.



Loss, dB

Rp,Ohms

F{Shum
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where R, and R, are measured under the expected forward- and reverse-bias conditions
at the frequency of interest.

The punchthrough voltage is a function of the resistivity and thickness of the i
region. It is advisable to measure loss as a function of bias voltage and RF voltage
to determine if the correct diode has been selected for your application. (Nofe: At
frequencies below crossover and diodes with thin i regions, the effective junction
capacitance can increase substantially at low forward bias, on the order of 1 to 200 pA.)

Incidentally, if you are working with pin or nip chips that do not have an opaque
covering, note that pin diodes are photosensitive. Incident light causes photogeneration
of carriers in the i region, increasing the chip’s insertion loss.

pin Diode Applications If the intrinsic zone is thick (10 to 100 wwm), we then have
a high-reverse-voltage rectifier with a low forward-voltage drop at high current or,
in other words, a highly efficient rectifier. The low forward voltage results from the
fact that the conductivity of the i zone can be modulated by large amounts of charge
carriers injected from the p and the n zones.

Another application of pin diodes is the high-frequency (HF) field. Here, the fact
is exploited that, due to the long carrier lifetime at frequencies beyond approximately
10 MHz, a rectifying effect will no longer occur and the pin diode rather behaves like
a real resistance the magnitude of which depends on the forward direct current passed
by the device and produces an equal effect on both half waves of the HF signal. In view
of this behavior, the pin diode can be used as a switch or a variable resistor for HF
signals. Thus it becomes possible, for example, to subject an HF signal to amplitude
modulation by means of an amplitude-frequency (AF)-controlled pin diode.

An important application of pin diodes that has found favor in recent times is their
application to dc-operated attenuators in TV tuners and antenna distribution amplifiers.
Figure 3.21 shows the real HF forward resistance ry as a function of the forward
current /; measured at 100 MHz. Figures 3.22 and 3.23 show second-order IMD and
cross-modulation for pin diodes.

Q
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FIGURE 3.21 Forward resistance versus forward current.
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3.2.6 Tuning Diodes
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Introduction In recent years, continuous development of tuning diodes—also known
as varactors or varicaps —together with increased commercial and military use has
led to substantial improvement in Q, reproducibility, and reliability. Concurrently, new
techniques for producing and controlling a hyperabrupt dopant profile in the semi-
conductor permit the capacitance—voltage law to be much faster than the classical

square-root or cube-root behavior.
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Current tuning diode materials include silicon and gallium arsenide; silicon is
favored for low-cost and lower Q applications from HF through microwave frequen-
cies. Hyperabrupt varactors, also of silicon, are finding large application in commercial
television tuner applications, where their high tuning ratios, linear tuning, and low cost
are needed. New developments include low-capacitance hyperabrupts for microwave
and wireless applications.

Gallium arsenide used with high operating frequency dictates the highest Q possible,
as in parametric amplifiers and millimeter multipliers.

This section will acquaint the reader with tuning diodes: how they work and what
they can or cannot be expected to do in an electronic circuit. The basic properties of
a tuning diode will be described in terms of the parameters that manufacturers use in
characterizing them. The following topics will also be addressed:

o Capacitance ratio with respect to voltage and voltage breakdown
¢ ( as a function of design and operating conditions

Stability—leakage current, temperature coefficient, and posttuning drift

Distortion products
e Packaging parasitics

Applications—suggestions on how to specify a varactor

Tuning Diode Physics All junction diodes are made up of the same physical parts:
a pn junction, a carefully controlled epitaxial layer, and a very low resistance substrate.
These parts are shown in Figure 3.24.

No matter what type of junction device we are discussing—a tuning diode, a step
recovery diode, or a pin diode—these parts are all present; the main difference between
these devices is the resistivity and thickness of the epitaxial layer. Tuning diodes and
multiplier diodes need epitaxial layers where both the resistivity and thickness are
carefully controlled.

3.2.7 Abrupt Junction

An abrupt-junction diode is one in which the p* (diffused) region of the diode is
much more highly doped that the epitaxial layer. Also, the high doping drops to the
doping level of the epitaxial layer in a distance that is short compared to the epitaxial
layer thickness, and the doping level of the epitaxial layer is constant over its thickness.
This is shown in Figure 3.25, with the corresponding C—V curve shown in Figure 3.26.
When these requirements are satisfied, the diode capacity, diode area, epitaxial layer
doping level, and diode voltage are related by

cv) = K( N ) (3.42)
A V+o

where C(V) = capacitance of diode at voltage V
A = area of diode
N = doping level of epitaxial layer
V = voltage applied to diode
¢ = built-in potential of diode (0.6—0.8 V)
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FIGURE 3.24 (a) Basic pin structure. (b) Cross section of reverse-biased pn junction.
(c) Density distribution of free charge carriers.

n = slope of diode C—V curve; n = 0.5 for an abrupt-junction diode
K = constant

As a consequence of the physical properties of a pn junction, a depletion layer is
formed between the p and n regions whose width depends on the voltage applied to
the diode. The capacitance of the diode is inversely proportional to the width of the
depletion layer. In addition, the series resistance of the diode is proportional to the
width of the undepleted epitaxial layer. Thus, as diode reverse bias is increased, the
depletion layer increases, causing a decrease in capacitance and an increase in series
resistance. As the diode reverse bias is increased further, a point is reached where the
electric field caused by the reverse bias reaches a critical level, and current through the
diode increases rapidly; this is the breakdown voltage of the diode. If, at the breakdown
voltage, the epitaxial layer is not completely depleted, the diode will have excessive
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FIGURE 3.25 N-X abrupt-junction diode.
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FIGURE 3.26 Capacitance versus total junction bias for abrupt diode.

series resistance. Conversely, if the epitaxial layer is depleted before the breakdown
voltage is reached, no further capacitance decrease occurs after the total depletion, and
a condition called punchthrough occurs [3.9].

While in the ideal case voltage breakdown will occur just as the epitaxial layer is
totally depleted, this seldom occurs in practice, and we generally have a condition of
either punchthrough or excess series resistance.

3.2.8 Linearly Graded Junction

If, instead of the junction profile shown in Figure 3.25, we have a p™ region and an
n region whose doping levels increase linearly with distance from the pn junction as
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FIGURE 3.27 N-X linearly graded junction.

Junction Capacitance C (pF)
=

1 2 4 6 810 2 4 6 8100
Total Junction Bias V + ¢ (Vdc)

FIGURE 3.28 Capacitance versus total junction bias for linearly graded junction.

shown in Figure 3.27, with its corresponding C—V curve in Figure 3.28, we then have
what is called a linearly graded junction diode. This diode follows (3.42) with the
exception that the exponent n = % This means that, for a given voltage change, the
linearly graded junction will have a smaller capacitance change than an abrupt-junction
diode. Since, in most cases, the designer is looking for the maximum capacitance
change obtainable, the linearly graded junction is not used as a tuning diode. This
structure found its greatest use several years ago as a “cube-law” multiplier, but even
this use has decreased as new structures have been developed.

3.2.9 Hyperabrupt Junction

The hyperabrupt diode provides a greater capacitance change than the abrupt-junction
diode for a given voltage change as well as a linear frequency-versus-voltage charac-
teristic over a limited voltage range. The structure of the hyperabrupt diode is shown
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in Figure 3.29 and can be seen to be an abrupt-junction diode with an additional,
increased doping level at the pn junction. This diode also follows Eq. (3.42) with the
exception that n is not a function of voltage and is generally in the range of 0.5 to 2.
A typical curve of n versus voltage is shown in Figure 3.30.

The C-V curve in a hyperabrupt diode is shown in Figure 3.31 and is seen to start
at a high value of capacitance per unit area at low bias (high epitaxial doping) and
change to a lower value of capacitance per unit area (low epitaxial doping) at high
bias. The details of the curve depend on details of the shape of the more highly doped
region near the pn junction.

Unfortunately, with a hyperabrupt diode, you must settle for a lower Q than an
abrupt-junction diode with the same breakdown voltage and same capacitance at 4 V.

It should be noted that any diode that has an »n value that exceeds 0.5 at any bias
voltage is, by definition, a hyperabrupt diode. Thus, the hyperabrupt diode family can
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FIGURE 3.29 N -X hyperabrupt junction.

1.4 7 C~1 \

1.2
c / \
£ 10 S
: / AN
o
S 08
L
2 o6 / \
o) . N
& /]
0.4
02

0 2 4 6 8 10 12 14 16 18 20
Vg - Reverse Voltage (Vdc)

FIGURE 3.30 Typical n versus reverse voltage for hyperabrupt diode.
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FIGURE 3.31 Capacitance versus junction bias for hyperabrupt diode.

have an infinite number of different C—V curves. Since the abrupt-junction diode has
a well-defined C -V curve, the capacitance value at one voltage is sufficient to define
the C—-V capacitance at any other voltage. This is not the case for the hyperabrupt
diode. To adequately define the C—V characteristics of a hyperabrupt diode, two and
sometimes three points on the curve must be specified.

3.2.10 Silicon Versus Gallium Arsenide

Everything mentioned so far applies to both silicon and gallium arsenide (GaAs) diodes.
The main difference between silicon and GaAs from a user’s point of view is that higher
Q can be obtained from GaAs devices. This is due to the lower resistivity of GaAs
from a given doping level N. The resistivity of the epitaxial layer, or substrate, of a
diode is given by |

'OZNepc

(3.43)

where p = resistivity
N = doping level of layer
e = charge on electron
= mobility of charge carriers in layer

Gallium arsenide has a mobility about four times that of silicon and, thus, a lower
resistivity and higher Q for a given doping level N. Since diode capacitance is pro-
portional to +/N, independent of resistivity, a silicon diode and a GaAs diode of equal
area and doping will have a capacitance difference proportional to the square root of
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the dielectric constant ratio. This gives the GaAs diode a 5% higher capacitance and is
thus of little practical significance. The penalty paid for using GaAs is an unpassivated
diode and a more expensive diode due to higher material and processing costs. If the
higher O of the GaAs device is not really needed, a substantial price saving will be
obtained by using a silicon device.

Planar Versus Mesa Construction The three basic construction techniques used
to manufacture tuning diodes are planar, ion implantation, and mesa; a cross section
of each of these devices is shown in Figure 3.32. The planar process, which is the
backbone of the integrated circuit industry, lends itself to large-volume production
techniques and is the one use for the 1N series of tuning diodes. Ion implantation [3.12]
gives more uniform doping and is therefore preferred in large-volume production. Mesa
processing, on the other hand, requires more processing steps and is generally done on
a wafer-by-wafer basis. This results in a more costly process and thus a more expensive
diode. Most microwave tuning diodes are of mesa design because of greatly higher Q.
Due to the relatively small radius of curvature at the junction edge of a planar diode,
the electric field in this area is greater than the electric field in the center (flat) portions
of the junction. As a result, the breakdown voltage of the diode is determined by both
the epitaxial resistivity and the radius of curvature of the junction edge. Thus, for a
given breakdown voltage, a planar or ion-implanted diode must use higher resistivity
epitaxial material than a mesa diode, which has a completely flat junction. The end
result is that the planar diode has a greater series resistance than a mesa diode for the
same capacitance and breakdown voltage and thus lower Q.
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C 2N High
s Field

N Epi Region

N+ Substrate

Ohmic Contact
Planar Constructuion

Ohmic Contact

‘ £ —  Oxide

I SN— ]

N+ Substrate

Ohmic Contact
Mesa Construction

FIGURE 3.32 Cross sections of planar and mesa devices.
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Capacitance Ratio From the user’s point of view, this ratio is simply the capac-
itance available in the circuit. Thus, a user tuning from, say, —4 to —45 V defines
ratio as

Cr(—4)

R=_1* "7
Cr(—45)

(3.44)

where Cr includes C; 4+ Cp + Cr. The manufacturer, however, defines Cy as C; +
Cp.

To explore the significance of this difference, let us take two examples, a large C;
and a small Cy, in chip, package, and “typical” fringe situations. Both are 45-V tuning
varactors.

Device Cjo Cjas Ratio
A 0.6 pF 0.1 pF 6.0
B 150 pF 25 pF 6.0

Put both devices in a standard 023 package with Cp (strap and ceramic) of 0.18 pF:

Device Cro Cras Ratio
C 0.78 pF  0.28 pF  2.75
D 15.18 pF  2.68 pF  5.67

Notice the drop in ratio, especially for the low-C; diode. If we now add a typical
0.04 pF for external fringe capacitance, we get

Device Cro Cras Ratio
C 0.82 pF 032 pF 256
D 1522 pF 2.72 pF 5.6

The reduction in ratio, and thus the circuit-tuning capability, by the fringing fields is
quite obvious and amounts to 7% in this example.

Because of the often stringent specifications on tuning ratio, it is mandatory that
the manufacturer and customer clearly agree on the exact design of the holder used to
measure the varactor in question.

Having described how to measure capacitance, it is relatively easy to describe the
results. The section on diode physics described the various types of “laws,” or C—V
curves, and we will not repeat them here. Nonetheless, several important points must
be covered.

The first is “available capacitance swing.” The laws indicate a steadily decreasing
capacitance with voltage, which indicates that the epi region is widening and the electric
field is increasing. (For an abrupt junction, since C o 1/+/V, the depletion zone with
W is increasing as +/V and the electric field V/W increases as +/V.)

Two things can happen:

(a) The junction width widens so that the entire intrinsic region is depleted. The
capacitance bottoms out, resulting in voltage punchthrough.
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(b) The electric field exceeds the dielectric strength of silicon (or GaAs), and “solid-
state discharge” or “avalanche” current is drawn.

’

The diode impedance drops, the varactor no longer “varacts,” and circuit operation
ceases. Moreover, if more than a few milliamperes of current is drawn, localized
overheating may destroy the diode, resulting in breakdown voltage. All varactors are
characterized for breakdown voltage—for example, 45 V minimum.

The theoretical tuning varactor is designed so that the punchthrough occurs at a
voltage equal to the voltage breakdown of the diode. Logically, then, this means that,
to obtain greater tuning ratios, it is necessary to be able to increase the depletion
layer width without reaching punchthrough or breakdown. You must have a thicker epi
region to make this possible.

Figure 3.33 shows catalog ratio values, from zero bias to breakdown, as a function
of breakdown voltage necessary. In the next section, on Q, we will discuss other
elements in your choice of V.

To complete this section, we should mention that semiconductor processing control
has been refined so well that capacitance tracking to within £1% over the full range
from zero to breakdown is now readily obtainable in production quantities.

Temperature Coefficient of Capacitance (Tcc) Unfortunately, since most data-
sheets give the value of T¢c at 4 V, it is sometimes assumed that this value applies
at all bias voltages. This is not the case. Consider Eq. (3.45a), a rewritten form of
Eq. (3.42):
cvy =9 (3.45a)
V+o)

Taking the derivative of this with respect to temperature 7, we have

dC(V)  +nC(0) dgp

= — 3.45b
dT W+@)+e)ndT ( )
or, after substituting Eq. (3.45a),
1 dC(V) —n do
Tcec = = — 3.46
T cw) dar V+¢dT (3.46)
3
= 10
'S 6 _«\)9\“
o= |5
= ©
ox 4 -
1
S 2
g
0]

15 30 45 60 75 90 105
Voltage Breakdown, Vg

FIGURE 3.33 Capacitance ratio versus breakdown voltage.
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As a first approximation, we can say that dp/dT = —2.3 mV/°C over the temperature
range of interest.
From Eq. (3.46) we can draw the following conclusions:

1. The temperature coefficient is inversely proportional to the applied voltage.
2. The temperature coefficient is directly proportional to the diode slope, n.

For an abrupt-junction diode that has a constant value of n (0.5), the temperature
coefficient has a smooth curve in the form K/(v 4 ¢). However, in the case of hyper-
abrupt diodes, n is a function of voltage, and the shape of the T¢c curve depends on the
details of the n(V) curve. A typical Tcc curve for an abrupt-junction diode is shown
in Figure 3.34 and for an Alpha DKV6520 series hyperabrupt diode in Figure 3.35.
The inflection in the hyperabrupt T¢c is due to the fact that in this voltage range n(V)
is increasing faster than 1/V, giving an increase in T¢c. It should also be noted, how-
ever, that over the range of the 7cc minimum the temperature coefficient is relatively
constant, and operation in this area may be advantageous in some applications where
a restricted tuning range can be used.

3.2.11 Q Factor or Diode Loss

Definitions The classical definition of the Q of any device or circuit is

0= 2 f:nc.argy stored (3.47)
energy dissipated per cycle
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FIGURE 3.34 Temperature coefficient of capacitance versus tuning voltage—abrupt-junction
diode.
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FIGURE 3.36 Two formulations of Q for a capacitor.

The equivalent circuit of a lossy capacitor can be given in two forms, as shown in
Figure 3.36.
For a capacitor, two formulations are possible as shown in Figure 3.36.

Clearly, the two definitions must be equal at any frequency, which establishes

1

= W (3.48)

Rp
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In the case of a high-Q tuning diode, the proper physical model is the series configu-
ration, for the depleted region is almost perfectly pure capacitance, and the undepleted
region, due to its relatively low resistivity, is almost a pure resistor in series with
the capacitance. Further, the contact resistances are also clearly in series. Then, for a
tuning diode Q is given by

1

Opy=—7—"""—"— (3.49)
T 2mfoR ) C

where fj is the operating frequency, C(_,) is the junction capacitance, and R_,) =
R(epi) + R/, the sum of the resistance of the undepleted epi and the fixed con-
tact resistance.

Cutoff frequency f. is defined as that frequency at which Q equals unity. Thus,

1

ey = T 3.50
Teco 27 R(—)C—v) ( )

It has been shown that the highest cutoff frequencies will be obtained from linearly
graded junctions with low-breakdown diodes (<10 V), approaching 10,000 GHz for
silicon [3.8].

Historically, the tuning diode business has a habit of specifying Q at 50 MHz,
despite the fact that Q values of microwave diodes are so high that it is almost
impossible to measure them at 50 MHz. Instead, as discussed below, Q is measured at
microwave frequencies (e.g., 1 to 3 GHz) and related to 50 MHz by the relationship

Oy = Q(fZ)ﬁ (3.51)
fi

which derives quickly from the assumption that f. is independent of the measur-
ing frequency.

Since both junction capacitance and epi resistance are functions of the applied bias, it
is not possible to calculated Q as a function of bias from a measurement of capacitance
alone. Catalog specifications typically show Q at —4 V together with the capacitance
at two or more voltages.

Relative to Q(_4), Q increases faster than the reduction in capacitance for bias
greater than 4 V and, conversely, decreases faster for bias less than 4 V.

In the following section, we will discuss the diode design parameters that determine
Q. Following this, we will describe some elementary Q measurement techniques.

Causes In the discussion of device physics, the resistivity of the epi region was
discussed together with its impact on punchthrough and breakdown. For example,
Table 3.8 supplies typical resistivity and relative parameters of 0.6-pF (C; ,) diodes
of different breakdowns. If we remember that at any bias lower than breakdown the
epi region is not completely depleted, it follows that the undepleted portion presents a
resistance in series with the pure capacitance of the depleted zone. The magnitude of
this “undepleted” resistance is also shown in the table.

The entry “Ry,” (Rgpreading) 15 the series resistance between the epi region and the
low-resistivity substrate. The calculations are for idealized cylindrical epi regions of



90 ACTIVE DEVICES

TABLE 3.8 Parameters for 0.6-pF Diode

Depleted  Undepleted

Breakdown Junction epi epi, epi,
Voltage Resistivity Diameter Region V = —4 V=-4 R Undepleted Ry,
Vi (@cem)  (mily  @m)  V@m) V(um) @) @ 0
30 31 24 1.37 .54 .83 .81 18 5200
45 52 2.8 2.25 73 1.52 1.86 A5 2600
60 74 32 3.20 .90 2.30 3.24 .13 1500
90 1.25 3.7 5.27 1.21 4.06 7.17 .10 700

uniform resistivity, low-resistivity contact on the anode (top), and low-resistivity sub-
strate on the cathode. This resistance is constant, independent of bias; also shown are
epi thickness and width of the depletion zone at —4 V bias.

Note the substantial reduction in Q for high-voltage diodes caused by the increased
epi resistance; this is true for any value of capacitance or any type of junction. For
greater voltage breakdown, the epi thickness must be increased, which requires an
increase in epi layer resistivity; the higher resistivity of the undepleted zone multiplied
by the fact that it is much wider for high-voltage diodes means the resistance increases
substantially.

Consequently, a rule of thumb emerges: For maximum Q, never choose a tuning
diode with a voltage breakdown in excess of what is needed for the necessary tuning
range. If the required tuning range is an octave, requiring a 4:1 ratio, the selection of
a 30-V diode will result in diode losses half those of a 60-V diode.

Table 3.9 lists capacitance and Q for each of these chips as a function of bias.
Remember that Q is calculated at 50 MHz.

Table 3.10 rewrites the data of Table 3.9 to show available capacitance ratios
between zero bias and breakdown. The first column is the theoretical optimum, as
tabulated. The second column is the typical catalog specification. The reduction in
tuning ratio below theoretical optima is caused by nonideal junction fabrication. The
junctions are never perfectly abrupt.

Although the tables and numbers given refer to abrupt-junction silicon devices,
the principle applies without exception to all types of tuning diodes. For comparison,
Table 3.11 lists available ratios and Q values for a number of different varactors. The
high Q values for GaAs and the low values for hyperabrupts are apparent.

One last point: The Q values and series resistance refer to chips only. The effects of
package parasitics will be discussed later, but it is important to consider circuit contact
losses here. For low-capacitance diodes—for example C;4 = 0.6 pF—the epi region

TABLE 3.9 Q Versus Bias for 0.6-pF Diode

Breakdown
Voltage o ¢ 0 Cy (0] Cy o Cy (0] Cy (0] Cy o
Ve Crio (0 (=4 (-4 (=10) (-10) (=30) (=30) (—45) (—45) (=60) (—60) (=90) (—90)
30 143 1,700 0.6 5200 0.4 10,000 0.23 64,000
45 143 850 0.6 2,600 0.4 5,000 0.23 20,000 0.19 90,000

60 1.43 550 0.6 1,500 04 3,000 023 9,000 0.19 23,000 0.17 170,000
90 143 270 06 700 04 1300 023 3,500 0.19 6,000 0.17 10,000 0.14 220,000
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TABLE 3.10 Capacitance Ratios (C;/C;Vp)

Breakdown Minimum

Voltage Optimum Guaranteed Typical
Vg Ratio Ratio 0_4
30 6.2 4.5 3000
45 7.5 6.0 2500
60 8.4 7.5 1400
90 10.2 8.7 650

TABLE 3.11 Comparative Tuning Diodes

Breakdown Ratio
Type C]() Voltage VB Q_4a C]()/Cj VBa
Silicon abrupt 1.0 30 5,000 4.5
Silicon abrupt 2.5 30 4,600 4.5
Silicon abrupt 5.0 30 3,800 4.5
Gallium arsenide abrupt 1.0 25 10,000 3.6
Gallium arsenide abrupt 0.5 10 17,000 2.5
Silicon hyperabrupt 50.0 22 300 17.0
Silicon hyperabrupt 2.5 22 500 14

“Minimum guaranteed.

contributes a high value of resistance and dominates Q except at punchthrough. Diode
contact losses are less significant.

3.2.12 Diode Problems

Posttuning Drift Posttuning drift (PTD) is the change in oscillator frequency with
time after the tuning voltage has stabilized. The minimization of PTD has assumed
greater importance with the design of more sophisticated electronic countermeasure
systems, where rapid, accurate frequency changes are required.

Posttuning drift can be characterized as short term and long term. Short-term PTD
occurs in the time range of tens of nanoseconds to a few seconds, while long-term
PTD is in the time range of seconds to minutes, hours, or days.

Short-term PTD is mainly dependent on the thermal properties of the diode and
is improved by high-Q (low-power-loss) and flip-chip construction. Long-term PTD
depends on oxide stability and freedom of mobile charge in the oxide. It should be noted
that actual oscillation frequency change may occur even with a perfect tuning diode
because of variation with frequency in the power dissipated by the diode, changes in
the diode heat-sink temperature, and frequency changes due to other circuit elements.
Less than 0.01% short- and long-term PTD can be obtained.

Distortion Products Inasmuch as nonlinear components generate harmonics and
other distortion products, an understanding of this mechanism is of prime interest to
the circuit designer. In some instances, the distortion products are the desired end
result of the circuit design, as in frequency multipliers, where harmonics of the input
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signal frequency are the required output signal. For other applications, such as tuning-
diode-tuned linear circuits, distortion products are extremely undesirable, and in some
instances the end-product specification may set a maximum limit to the distortion

products allowed.

Cross-Modulation Cross-modulation is the transfer of the modulation on one signal
to another signal and is caused by third-order and higher odd-order nonlinearities in

the behavior of the device. Rewriting Eq. (3.42), we have

Co

c(V)y=———
V) 1+ V/e)y

where Cy = capacitance
V = applied voltage, =Vy + v
Vo = dc applied voltage
v = ac applied voltage

Then, for a desired signal of
S| = vy sinw; t

and a second, amplitude-modulated signal of
S = v (1 + m cos w,,t) sin wyt
it can be shown that the cross-modulation y defined by
Ouput Signal ~ vy sinwt + y sin(w; + w,)t
is found to be

_nn+ l)mvg
 AVo+ )2

From this equation cross-modulation can be defined as follows:

¢ Proportional to the square of the interfering signal

 Directly proportional to the interfering signal’s modulation index, m

¢ Independent of the strength of the desired signal

(3.52)

(3.53)

(3.54)

(3.55)

(3.56)

o Independent of the frequencies of the desired and interfering signals (assuming
that the nonlinearity to which both signals are subjected is sufficiently frequency

indiscriminate so this is the case)

o Present for all values of n; that is, no value of n gives zero cross-modulation

Solving Eq. (3.56) for the signal level v, required to produce cross-modulation of value

y, we have

20t o)y
T n(n+ 1)

(3.57)
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FIGURE 3.37 Interfering signal (30% amplitude modulated) level versus bias for 1%
cross-modulation—abrupt and hyperabrupt junctions.

The interfering signal levels required to produce 1% cross-modulation from a 30%
modulated interfering signal applied to an abrupt-junction diode and a hyperabrupt-
junction diode are shown in Figure 3.37.

From this figure, it can be seen that the hyperabrupt diode is more susceptible to
cross-modulation than the abrupt-junction diode in the region of maximum slope of
the hyperabrupt diode. For many applications, however, distortion products will be
generated by other devices, such as transistors, at signal levels considerably below
those given in Figure 3.37.

Intermodulation Intermodulation is the production of undesired frequencies in the
form
sin(2w 1t — wyt) and sin(wt — 2wyt) (3.58)

from an input signal in the form of
v(coswit + cos wyt) (3.59)
From an analysis similar to that done for cross-modulation, it can be shown that

1 2
Intermodulation = n(L)vz (3.60)
8(Vo +¢)
or
Cross-modulation = 2m x intermodulation 3.61)
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Harmonic Distortion Harmonic distortion products are integral multiples of the
signal frequencies and decrease in amplitude as the harmonic number decreases. Due
to passband considerations and amplitude decrease with harmonic number, the second
harmonic is the one of prime concern. Again, it can be shown that the second harmonic,
vy, of a signal of amplitude v; is

n

2
" 62
3Vo+ o) (3.62)

U2

Figure 3.38 shows the signal level required to produce 10% second-harmonic distortion
in an abrupt-junction and a hyperabrupt-junction diode. Again, as in the case of cross-
modulation, the hyperabrupt diode is slight worse than the abrupt-junction diode in the
region of maximum slope of the hyperabrupt diode.

Reduction of Distortion Products In some cases, the signal levels applied to the
diode generate distortion products larger than desirable for the circuit application. In
this case, significant reduction in the distortion products can be achieved by using two
diodes in a back-to-back configuration, as shown in Figure 3.39. Analysis shows that
the fundamental signal components through the diodes are in phase and add, while some
distortion products are out of phase and cancel, thus improving distortion performance.

Since the gradient of the electrical field produced in the depletion layer by a reverse
bias applied to the device is proportional to the space charge density, the following
equations can be written for the junction width W as a function of the reverse bias Vg:

8.0 //// ~

6.0 - /

7
Abrupt / // Hyperabrupt

4.0 /1

/ /
y
/

~~l -

1.0
0.8 ,

0:6 /

0.4

Signal Level vs. (V1¢)

0.2

0.1

0 5 10 15 20 25
Vg - Reverse Voltage (Vdc)

FIGURE 3.38 Signal level versus reverse voltage for 10% harmonic distortion.
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™ T

FIGURE 3.39 Back-to-back diodes: Cp = fixed parallel capacitance, Rg = bias decoupling
resistor, and capacitor marked oo is a low-impedance bypass.

For an abrupt pn junction (alloyed diodes)

&80 [ 1 1
W= \‘/2 (— + —) (Vr + Vp) (3.63)

g \C, GC,

For linear pn junctions (single-diffused diodes, such as BA110 to BA112)

W= {/12”" (Ve + Vp) (3.64)
aq

where a is the impurity gradient within the depletion layer, gy is the absolute dielec-
tric constant (8.85 x 107'* A,/ V), and &, &~ 12, the relative dielectric constant of
silicon.

The junction capacitance, which is inversely proportional to the junction width,
therefore varies in alloyed diodes with the square root, and in single-diffused diodes
with the cube root of the externally applied reverse bias, and can be calculated from
the general equation

£-60S
w

C =

(3.65)

where in § is the surface area of the pn junction. By way of approximation, we can
also use the equation
K

c—__ % (3.66)
(Vg + Vp)"

where all constants and all parameters determined by the manufacturing process are
contained in K. The exponent n is a measure of the slope of the capacitance—voltage
characteristics and is 0.5 for alloyed diodes, 0.33 for single-diffused diodes, and (on
average) 0.75 for tuner diodes with a hyperabrupt pn junction. Figure 3.40 shows the
capacitance—voltage characteristics of an alloyed, a diffused, and a tuner diode.

Recently, an equation is indicated which, although purely formal, describes the
practical characteristics better than (3.66):

A m
C=C 3.67
0(A+VR) ( )

where Cy is the capacitance at Vg = 0 and A is a constant whose dimension is a voltage.
The exponent m is much less dependent on voltage that the exponent 7 in (3.66).
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FIGURE 3.40 Capacitance—voltage characteristic: (a) alloyed capacitance diode; (b) diffused
capacitance diode; (¢) wide-range tuner diode (BB141).

Equations (3.63) through (3.67) express the pure junction capacitance of the capac-
itance diode, but to this must still be added a constant capacitance, determined by
structure parameters, in order to obtain the diode capacitance Cyy, which interests the
user. With high inverse voltages—that is, low junction capacitance—a difference will
therefore arise between the theoretical capacitance—voltage characteristic according
to (3.66) and the practical characteristic, as shown in Figure 3.41.

The operating range of a capacitance diode or its useful capacitance ratio

Cmax _ Ctot ( VR N min)
Cmin Ctot ( VR ,max)

(3.68)

N T T T T T
1,4 —— Calculated, with n=33_
\\ — Measured

1,2 N
Ctot (VR)
Cot(2V) 1

N
0,8 ‘\\
\\ \
0.6 RN
~
0,4
0,1 1 10 100V

————»VH

FIGURE 3.41 Capacitance—voltage characteristic of BA110 diode.
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FIGURE 3.42 Basic current—voltage and capacitance—voltage characteristics.

is limited by the fact that the diode must not be driven by the alternating voltage
superimposed on the tuning voltage into either the forward mode or the breakdown
mode. Otherwise, rectification, which would shift the diode’s bias and considerably
affect its figure of merit, would take place. Figure 3.42 plots the capacitance—voltage
characteristics of a capacitance diode to clarify the relationship. The useful operating
range lies between the voltages

A

Viin > V — Vi (3.69)

and

A

Viax < Vg — V (3.70)

As has already been indicated, the exponent n for large-capacitance-ratio or tuning
diodes in current use for TV tuners is not constant but is voltage dependent and subject
to manufacturing tolerances. This means that the capacitance—voltage characteristic of
these diodes is likewise subject to manufacturing tolerances. Since, in a TV tuner, it is
necessary for two or three circuits to be tuned uniformly, tuner diodes must be selected
empirically for identical characteristics and supplied in equipment lots.

3.2.13 Diode-Tuned Resonant Circuits

Tuner Diode in Parallel Resonant Circuit Figures 3.43, 3.44, and 3.45 illustrate
three basic circuits for the tuning of parallel resonant circuits by means of capaci-
tance diodes.
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Cs =
- r .
FIGURE 3.43 Parallel resonant circuit with tuner diode and bias resistor parallel to series
capacitor.

T Ciot —‘:o
¢ 0 —

FIGURE 3.44 Parallel resonant circuit with tuner diode and bias resistor parallel to the diode.

T Ciot :Fo
o —

FIGURE 3.45 Parallel resonant circuit with two tuner diodes.

In the circuit diagram of Figure 3.43, the tuning voltage is applied to the tuner
diode via the input coil and the bias resistor Rp. Series connected to the tuner diode is
the series capacitor Cg, which completes the circuit for ac but isolates the cathode of
the tuner diode from the coil and thus from the negative terminal of the tuning volt-
age. Moreover, a fixed parallel capacitance Cp is provided. The decoupling capacitor
preceding the bias resistor is large enough for its value to be disregarded in the fol-
lowing discussion. Since for high-frequency purposes the biasing resistor is connected
in parallel with the series capacitor, it is transformed into the circuit as an additional
equivalent shunt resistance R.. We have the equation

C 2
R. = Ry (1 + —S) (3.71)
CIOI

If in this equation the diode capacitance is substituted by the resonant circuit frequency

w, we obtain
R = Ry [ LCs 2 (3.72)
cT B\ w2LC, '
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The resistive loss R, caused by the bias resistor Rp is seen to be highly frequency
dependent, and this may result in the bandwidth of the tuned circuit being independent
of frequency if the capacitance of the series capacitor Cy is not chosen sufficiently high.

Figure 3.44 shows that that the tuning voltage can also be applied directly and in
parallel to the tuner diode. For the parallel loss resistance transformed into the circuit,
we have the expression

C 2
R. = Ry (1 + “”) (3.73)
Cs
and )
R =R @ LCs (3.74)
T B\ QIL(Cs + Cp) — 1 '

The influence of the bias resistor Rg in this case is larger than in the circuit of
Figure 3.43 provided that

C: > Cs(Cior + Cp) + CtCp (3.75)

This is usually the case because the largest possible capacitance will be preferred for
the series capacitor Cs and the smallest for the shunt capacitance Cp. The circuit of
Figure 3.43 is therefore normally preferred to that of Figure 3.44. An exception would
be the case in which the resonant circuit is meant to be additionally damped by means
of the bias resistor at higher frequencies.

In the circuit of Figure 3.45, the resonant circuit is tuned by two tuner diodes that are
connected in parallel via the coil for tuning purpose but series connected in opposition
for high-frequency signals. This arrangement has the advantage that the capacitance
shift caused by the ac modulation (see Section E, Modulating Diode Capacitance by
Applied ac Voltage) takes effect in opposite directions in these diodes and therefore
cancels itself. The bias resistor R, which applies the tuning voltage to the tuner diodes,
is transformed into the circuit at a constant ratio throughout the whole tuning range.
Given two identical, loss-free tuner diodes, we obtain the expression

R. = 4Ry (3.76)

Capacitances Connected in Parallel or Series with Tuner Diode Figures 3.43
and 3.44 show that a capacitor is usually in series with the tuner diode in order to
close the circuit for alternating current and, at the same time, to isolate one terminal
of the tuner diode from the rest of the circuit with respect to direct current, so as to
enable the tuning voltage to be applied to the diode. As far as possible, the value of the
series capacitor Cs will be chosen such that the effective capacitance variation is not
restricted. However, in some cases, as for example in the oscillator circuit of receivers
whose intermediate frequency is of the order of magnitude of the reception frequency,
this is not possible and the influence of the series capacitance will then have to be
taken into account. By connecting the capacitor Cg, assumed to be lossless, in series
with the diode capacitance Cy, the tuning capacitance is reduced to the value

1
C*=Cppp——— 3.77
““14 Ciot/Cs G717
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The Q of the effective tuning capacitance, taking into account the Q of the tuner diode,
increases to

0" = Q1+ Cit/Cs) (3.78)
The useful capacitance ratio is reduced to the value

C;;ax _ Cmax 1 + Cmin/CS (3 79)
c: Cmin 1+ Cmax/CS .

min

where Cyx and Cpy, are the maximum and minimum capacitances of the tuner diode.
On the other hand, the advantage is gained that, due to capacitive potential division,
the amplitude of the alternating voltage applied to the tuning diode is reduced to

1
= (3.80)
14 Cot/C

so that the lower value of the tuning voltage can be smaller, and this results in a
higher maximum capacitance Cy,,x of the tuner diode and a higher useful capacitance
ratio. The influence exerted by the series capacitor, then, can actually be kept lower
than (3.78) would suggest.

The parallel capacitance Cp that appears in Figures 3.43 to 3.45 is always present,
since wiring capacitances are inevitable and every coil has its self-capacitance. By
treating the capacitance Cp, assumed to be lossless, as a shunt capacitance, the total
tuning capacitance rises in value and, if Cg is assumed to be large enough to be
disregarded, we obtain

c
C* = Cyy (1 + CP) (3.81)

tot

The Q of the effective tuning capacitance, as derived from the Q of the tuner diode, is

* = (1+CP 3.82
0"=0 Cmt) (3.82)

or, in other words, it rises with the magnitude of the parallel capacitance. The useful
capacitance ratio is reduced:

C;lkmx _ Cmax I+ CP/Cmax
Ciin Cumin 1+ Cp/Crin

min

(3.83)

In view of the fact that even a comparatively small shunt capacitance reduces the capac-
itance ratio considerably, it is necessary to ensure low wiring and coil capacitances in
the circuit design stage.

Tuning Range

The frequency range over which a parallel resonant circuit according to Figure 3.46
can be tuned by means of the tuner diode depends upon the useful capacitance ratio
of the diode and on the parallel and series capacitances present in the circuit.
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FIGURE 3.46 Diagram for determining capacitance ratio and minimum capacitance.

The ratio can be found from

(3.84)
fmin 1+ Cmax/[CP (Cmax/cmin + Cmax/CS)]

o \/ 1+ Conax/[Cp (1 + Cruax/ C5)]
In many cases, the series capacitor can be chosen large enough for its effect to be
negligible. In that case, (3.84) is simplified as follows:

fmax — I+ CmaX/CP (385)
fmin 1+ Cmin/CP
From this equation, the diagram shown in Figure 3.46 is computed. With the aid of
this diagram, the tuner diode parameters required for tuning a resonant circuit over
a stipulated frequency range—that is, the maximum capacitance and the capacitance

ratio—can be determined. Whenever the series capacitance Cg cannot be disregarded,
the effective capacitance ratio is reduced according to (3.79).

Tracking Some applications require the maintenance of a fixed frequency relation-
ship between two or more tuned circuits as their tuning is simultaneously adjusted.
Referred to as tracking, this technique requires narrow tolerances of capacitance versus
tuning voltage. Minimizing tracking error requires special care if the tracking circuits
must cover the same frequency span beginning at different start and end frequencies, as
is necessary when simultaneously tuning oscillator and mixer/RF circuitry in a super-
heterodyne receiver. Then, tracking error must be minimized by means of series and
shunt capacitances in accordance with methods known from variable capacitors. The
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frequency deviations that must be anticipated are summarized in the equation

ﬂ _ 1dC() 1d(L—L0) ldLO n dVR

e 3.86
f 2 Cy 2 L 2 Ly 2Vr+Vp ¢ )

The spread of parameters dCy/Cy and dLy/Ly can only be compensated by varying
the circuit inductances d(L — Ly)/L or the bias dVg/(Vg + Vp).

Modulating Diode Capacitance by Applied ac Voltage In normal operation,
the sum of the tuning voltage and the alternating signal voltage of the resonant circuits
is applied to the tuner diode. The bias, and thus the capacitance, of the tuner diode
therefore varies at the rhythm of the alternating voltage. Due the nonlinear character
of the capacitance-versus-voltage curve, voltage distortions and capacitance shifts are
inevitable, and these must be kept within adequate limits. This is done by maintaining
the ac applied to the diode(s) at sufficiently low ac amplitude and by choosing an
adequate minimum value for the tuning voltage. In the resonant circuit, a tuner diode
is modulated predominantly by a current free from harmonics, according to the equation

i =1coswt (3.87)

The alternating voltage across the diode is

A~ 1/(1-n
A=) | /(1=n)
v= (Vg + Vp) 14+ ——ssinwt -1 (3.88)

WC ot VR

An evaluation of this equation shows that especially the first harmonic makes its
appearance. The capacitance shift caused by the alternating voltage superimposed on
the tuning voltage is shown in Figure 3.47. However, the voltage distortion, and thus the
capacitance shift, can be largely avoided if two tuner diodes are used, as in Figure 3.45.

10

/|
/

n=05 v

l//n=0,33
S
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v
—
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FIGURE 3.47 Capacitance increase as function of ac voltage drop across tuner diode.
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3.3 MICROWAVE TRANSISTORS

3.3.1 Transistor Classification

Microwave transistors can be presently classified into five groups:

Silicon BJTs

Silicon MOSFETs

Gallium arsenide MESFETs
InGaAs/InP PHEMTs
InAlAs/InGaAs MHEMTs
InGaP/InGaAs and SiGe HBTs

The first transistors used germanium in 1947 [3.13], but the maximum junction
temperature was too low, so it was quickly replaced by the silicon BJT, for a Ti.x
of 200°C compared to 100°C for germanium. The silicon MOSFET has been very
popular for digital circuits, but it became a competitive analog microwave transistor as
early as 1972 with the disclosure of the DMOS transistor, which has many attributes,
including high breakdown voltage and high f; (4-7 GHz typical) [3.2], and it has
many applications up to 2.5 GHz today. The GaAs MESFET was developed about
1965 at Cal Tech, Fairchild, and IBM (Switzerland) [3.14—3.16]. These transistors
have been replaced by HEMTs of various types (PHEMT and MHEMT) because of
their superior performance. The PHEMT is a pseudomorphic high-electron-mobility
transistor, meaning the channel material is lattice matched to the adjoining layers. The
MHEMT is a metamorphic high-electron-mobility transistor, where graded doping can
be used to change the breakdown voltage depending on the application [3.17]. The
final category is the HBT (heterojunction bipolar transistor), which was developed
to have a GaAs bipolar with high emitter efficiency. The most useful forms of this
device are the InGaP/InGaAs and SiGe HBTs, which are having a strong impact on
today’s technology.

Compounds of groups IIl to V have inherent advantages over silicon, including
higher T, in theory. GaAs, InGaAs, and InP are a few of these materials [3.11].
The Compounds of groups II to VI have similar advantages, including SiC (4 W/mm)
and GaN (10 W/mm). Some of these physical parameters are compared in Table 3.12,
where the main advantage of silicon is lower cost.

It is also important to note that Agilent has discontinued MESFETs in favor of
HEMTs, which are superior in nearly every way, except possibly third-order inter-
modulation products. The possible exception to this rule is the enhancement PHEMT,
which is very new. Even newer is the MHEMT, discussed later in this chapter.

For the first edition of this book, the choice of transistors was usually between the
silicon BJT and the gallium arsenide MESFET. A comparison of these devices in 2005
is given in Table 3.13. Silicon has another important advantage, a lower flicker corner
frequency, which is important for oscillator applications.

The higher output power of the GaAs MESFET, PHEMT, and HBT is a direct
result of the higher critical field and higher saturated drift velocity for n-type material
(electrons). The approximate power—frequency squared limit is given by [3.38]

Ex\* 1
PfP=(—) — 3.89
r=(52) ¢ 359
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TABLE 3.12 Semiconductor Parameters at 7 = 25°C [3.11, 3.18-3.29]

InGaAs 2 Si_ (1-x)Ge_x 2

Parameter Ge Si GaAs DEG“ DEG* InP
Electron 3900 1500 8500 6000 1450 — 4325x 5400
mobility
(cm?/V s)
0<x <03
Hole mobility 1900 450 400 200 450 — 865x 200
(cm?/V s)
Saturated drift 0.6 0.7 2.0 2.7 0.65 2.0
velocity,
%107 (cm/s)
electrons
Band gap (eV) 0.66 1.12 1.42 0.78 1.12—-041x + 1.35

0.088x"2, x < 0.85
1.86 — 1.2x, x > 0.85
Avalanche 2.3 3.8 4.2 — 3.0 5.0
field, x 10
(V/cm)
Tnax (°C) 100 270 300 300 225 400
Tmax practical 75 200 175 175 155 300
O
Thermal 0.4 1.0 0.3 —
conductivity
at 150°C
(W/cm°C)
Thermal 0.6 14 0.45 — 0.46 + 0.084x 0.68
conductivity
at 25°C
(W/cm®C)

“DEG = Two dimensional electron gas.

where E. = effective electric field before avalanche breakdown
vy = drift velocity of carriers (electrons)
X, = device impedance level

Since the parameters E. and v, are higher for GaAs and other compound semiconduc-
tors of groups III to V, the GaAs MESFET is intrinsically a higher power device.

If we include a correction factor for the geometry of the transistor, the effective
values for GaAs are

X ~1Q
E. > {Epay = 10° V/em

12

vy 2 Lug >4 x 10° cmi/s

Pf?r~5x 10*! W/s?



MICROWAVE TRANSISTORS 105

TABLE 3.13 2002 Comparison of Microwave Transistors [3.30-3.37]

Silicon BJT* (f; = 10 GHz) GaAs MESFET” (f; = 25 GHz)

Parameter 1 GHz 2 GHz 4 GHz 8 GHz 12GHz 4 GHz 8 GHz 12 GHz 18 GHz 26 GHz

Gain (dB) 18 14 16 10 7 22 20 24 10 8
Fiin (dB) 0.6 1.3 2.5 4.5 8 0.5 0.7 1.0 1.2 1.6
Power (W) — >100 8 3 0.5 40 20 10 3 1
PHEMT (AlGaAs/InGaAs)* HBT (InGaP/InGaAs)/SiGe?
(f: =50 GHz) (f; =40 GHz)
Parameter 2GHz 12GHz 36GHz 60GHz 12GHz 36 GHz 60 GHz
Gain (dB) 17 24 15 9 22/7 11 8
Fin (dB) 0.3 0.5 3 5 2/3 5 8
Power (W) 25 20 2 0.25 15/1 1 -
Power-added efficiency (%) 90 65 55 42 60 40 20

Note: 1/f. = oscillator noise flicker corner frequency; Pf? = theoretical limit; L; = emitter width.
“1/f. =5 kHz; Pf?> =35 x 102 W/s?,

b1/f. =3 MHz; Pf? =5 x 10?! W/s?

“1/f, =3 MHz; Lg = 0.15-0.30; power density = 2 W/mm.

dl/fL. = 100 kHz/ 20 kHz; L. = 0.25-2.0; power density = 4/0.8 W/mm.

In 1980, the continuous-wave performance of 10 W at 10 GHz had already been
achieved, giving
Pf? =10 x 10" x 10" = 10*! w/s?

In 1988, the class A continuous-wave performance of 8§ W at 15 GHz had been
reached [3.39], which is Pf? = 1.8 x 10?! W/s?. In 1978, the continuous-wave silicon
bipolar transistor had reached 1.5 W at 10 GHz [3.40]:

Pf?=15x10" % 10" = 1.5 x 10*° W/s?

with a theoretical limit of S 5 x 10%° W/s?, an order of magnitude lower than GaAs.
This was a Texas Instruments research contract with the Air Force, at Wright Patter-
son Air Force Base, and the process was deemed impractical for production in the
early 1980s.

The measured Pf? product improves by about a factor of 2 under pulsed condi-
tions [3.41]. The advantages of silicon are lower cost, higher thermal conductivity,
and lower 1/f noise. The device limitations on frequency response are the transit time
of electrical charge and the rate of change of electrical charge. These limitations are
discussed in this chapter. For completeness, the heterojunction transistors have been
included in the tables. These transistors will become the microwave transistors of
the future.

3.3.2 Transistor Structure Types

All current RF silicon transistors are of the bipolar npn planar epitaxial type or the
n-channel MOS or DMOS epitaxial type. Briefly, the significance of each of these
terms is as follows:
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Bipolar Inits broadest sense, the basic structure shown schematically in Figure 3.48,

that is, the familiar three-semiconductor-region structure. Bipolar specifically
means that there are two pn junctions used in the transistor structure. The high-
frequency bipolar has an “npin” structure, where the thickness of the i layer deter-
mines the collector—base breakdown voltage. In contrast, unipolar types include the
junction-gate and insulated-gate FETs, which are basically one- or two-semicon-
ductor-region structures in which carriers of a single polarity (usually electrons
because of the higher mobility) dominate.

npn  An abbreviation for n-type, p-type, n-type that identifies the regions of the

structure as to polarity of the dominant or majority carrier in each region. The
other polarity type is pnp (see Fig. 3.48).

Planar A term that denotes that both emitter—base and base—collector junctions

of the transistor intersect the device surface in a common plane (hence, a bet-
ter term might be coplanar). However, the real significance of the so-called
planar structure is that the technique of diffusing dopants through an oxide
mask, used in fabricating such a structure, results in junctions being formed
beneath a protective oxide layer. These protected junctions are less prone to the
surface problems sometimes associated with other types of structures, such as
the mesa.

Epitaxial This term, as it is commonly used, is actually a shortening of the term

epitaxial-collector. That is, the collector region of the transistor is formed by the
epitaxial technique, rather than by diffusion, which is commonly used to form the
base and emitter regions. The epitaxial layer is formed by condensing a single-
crystal film of semiconductor material upon a wafer or substrate that is usually
of the same material. Thus, an epitaxial (collector) transistor is one in which
the collector region is formed upon a low-resistivity substrate. Subsequently, the
base and emitter regions are diffused into the “epi” layer. The epitaxial technique
lends itself to precise tailoring of collector region thickness and resistivity with
consequent improved device performance and uniformity.

lon Implantation A newer form of doping semiconductors which is much more

repeatable (higher yield) is the ion implantation process developed in the early
1970s [3.12]. This technique is used widely with excellent uniform yields, which
is needed in production.

Passivating Insulator
Diffused or Implanted Emitter

B C E B (o} p+
IE El El Active Base (Diffused or Implanted) P* Contact
Diffusion

N (Collector Epitaxial Layer)

N* (Silicon Substrate)

Cross—Section of a Simplified Bipolar Transistor (Not to Scale)

FIGURE 3.48 Transistor structure schematic.
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Source f Gate Drain

p n* nt 1
AN,

Oxide

n

DMOS (double - diffused MOS)

FIGURE 3.49 Cross section of D-MOS transistor on epitaxial material. (From Ref. 3.2 ©
IEEE 1972.)

MOSFET 1t has been known for many years that majority-carrier devices such
as the MOSFET should have higher cutoff frequencies than the minority-carrier
devices such as the BJT. This was demonstrated in 1969 with the disclosure
of the D-MOS transistor [3.2] (see Fig. 3.49). In this structure, one can make
an analogy to the microwave npin BJT structure. The forward-biased emitter
emits electrons into the base, which diffuse and drift as minority carriers to the
reverse-biased collector—base i region, where they are swept to the collector at
the vy, velocity. In the DMOS structure, we also have an npin structure, where
the source of electrons is the ohmic source region, the gate makes a surface
inversion layer of electrons in a p-type region, and the electrons are swept to
the ohmic drain region at the v, velocity by a high positive bias Vg, where
the source is considered grounded. The flow of electrons in the channel beneath
the gate is controlled by the bias voltage Vs, which is normally negative for
a depletion-mode FET. The f. can be shown to be proportional to (1/Lpgs)?
in the BJT, but if the carriers quickly reach vy, in the channel, the fi.x is
proportional to 1/L panner in the D-MOS and MESFET devices [3.2].

3.3.3 dc Model of BJT

dc Model The basic dc model used in SPICE and the harmonic balance simulator
to describe the BJT [3.42] is the Ebers—Moll model (Fig. 3.50). The model shown

ne (C)

-0

Ic
Ve

Ve Iy

-0
ne (E)
npn

FIGURE 3.50 The npn bipolar transistor elements.
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FIGURE 3.51 Ebers—Moll injection model of npn transistor.

in Figure 3.51 is the injection version of the Ebers—Moll model, which uses diode
currents Ir and I as reference:

Ip = Ips(e?VP /T — 1) Ig = Ics(e?V5e/*T — 1) (3.90)

Where the emission coefficients have been assumed to equal 1. The three terminal cur-
rents of the transistor, I¢, I, and Ig, can be expressed as functions of the two reference
currents and the forward- and reverse-current gains, ar and ag, of the common-base
(CB) connected BJT:

Ic =aplp — Iy Ig = Ir +aglg Ip =0 —ap)lp+ (1 —ar)lg (3.91)

where Igg and Iy are the saturation currents of the BE and BC junctions, respectively.
These two currents satisfy the reciprocity equation

arlgs = aglcs = Is (3.92)

where Ig, a SPICE BJT model parameter, is the saturation current of the transistor.

The SPICE implementation of the Ebers—Moll model is a variant known as the
transport version and is shown in Figure 3.52. The injection version is commonly
documented in textbooks and has been repeated above for comparison with the transport
version. The currents flowing through the two sources, which represent the transistor
effect of the two back-to-back pn junctions, are chosen as reference:

Icc = Is(e?Vre/NrdT ) Icp = Is(e?Vre/NekT ) (3.93)

The three terminal currents assume the following expressions:

+1 |
P Icg = Icr — ——Ick (3.94)
R Br

Ic = Icc —
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FIGURE 3.52 Ebers—Moll transport model of npn transistor.

+1 1
Igp = Icg — Pr Icc = —Icr — —Icc (3.95)
Br Br
1 1
Ig = —Icc + ——Ice = Ipc + Ik (3.96)
Br Br
where
Icr = Icc — Ick (3.97)

Br and B in the above equations are the forward- and reverse-current gains, SPICE
parameters BF and BR, of a bipolar transistor in the common-emitter (CE) configura-
tion.

Depending on the values of the two controlling voltages, Vg and V¢, the transistor
can operate in the following four modes:

Forward active Vgg > 0 and Ve <0
Reverse active Vg <0 and Ve > 0
Saturation Ve > 0 and Ve > 0
Cutoff VBE < 0 and VBC >0

In most applications, the transistor is operated in the forward active, or linear, region
and in some situations in the saturation region. The suffixes F' and R in many SPICE
parameter names indicate the region of operation.

The I-V characteristics described by Eqgs. (3.10) are shown in Figure 3.53 for
positive values of Vgp and V¢g. These characteristics are ideal, ignoring the effects of
finite output conductance in the forward and reverse regions and the parasitic series
resistances associated with the collector, base, and emitter regions; these resistances
are modeled by parameters RC, RB, and RE, respectively.

The finite output conductance of a BJT is modeled in SPICE by the Early effect
implemented by two parameters, VAF and VAR. The Early voltage is the point on
the V¢ axis in the (I¢, Vpc) plane where the extrapolations of the linear portions
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FIGURE 3.53 Ideal
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I1-V curves of npn transistor.
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FIGURE 3.54 [-V curves showing Early voltage of npn transistor.

of all I characteristics meet. This geometric interpretation of the Early effect and its
SPICE implementation are shown in Figure 3.54 for the I = f(V¢g) characteristics:
Vee = Vee — Vpe. The reverse Early voltage, VAR (sometimes called the late voltage),
has a similar interpretation for the reverse region. For most practical applications VAF

is important and VAR can be neglected

With the addition of the Early voltage, Ic and Ic7 in Egs. (3.94) are modified as

follows:

Vsc

Ic = (Icc — IcE) (1 -

Br

Ve U e =1 I
VAF VAR CE — ICT BC
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Dynamic Models The dynamic behavior of a BJT is modeled by five different
charges [3.42]. Two charges, Qpr and Qpc, are associated with the mobile carri-
ers. These are the diffusion charges represented by the current sources Ic¢ and Icg
in the Ebers—Moll model. The other three charges model the fixed charges in the
depletion regions of the three junctions: base—emitter, Qg; base—collector, Q ;¢; and
collector—substrate, Q;s.

The diffusion charges are modeled by the following equations in the large-signal
transient analysis:

Ope =Trlcc (3.99)
Opc = Trlce (3.100)

where T and Ty are the forward and reverse transit times, respectively, of the injected
minority carriers through the neutral base.

The depletion charges can be derived using the nonlinear equation that defines the
depletion capacitance, C;, of a pn junction. The SPICE large-signal implementation
of the three depletion charges defines the charge Q;. The three voltage-dependent
junction capacitances are described by the following functions:

Crp = Cre (3.101)
JE — .
(1 —Vgg/Vyp)Mie

Cyc

Cre = 3.102

TCT (U= Ve V)Mo G102

C

Cys b (3.103)

(1= Ves/ Vys)Mis

Each junction can be characterized in SPICE by up to three parameters: C,x, the zero-
bias junction capacitance; V,, the built-in potential; and M x, the grading coefficient.
The symbol X stands for E, C, or S, denoting the emitter, collector, or substrate
junction, respectively.

The nonlinear BJT model in SPICE, including charge storage and parasitic ter-
minal resistances, is depicted in Figure 3.55. The five charges are consolidated into
three: Qgg, which includes Qpr and Q;g; Opgc, which includes Qpc and Q¢; and
Qcs, modeled by Ccg, the collector—substrate capacitance. Figure 3.55 is a first-order
representation of the complete Gummel—Poon BJT model available in SPICE and is
sufficiently accurate for many applications. The complete model includes second-order
effects, such as B and tr dependency and I, base push-out, and temperature effects.
The complete equations and model parameters are summarized in Appendix A.

The linearized small-signal model of a BJT, also known as the hybrid-7 model, is
shown in Figure 3.56. The nonlinear diodes and the current generator /¢7 in Figure 3.52
are replaced by the following linear resistances (conductances) and transconductances:

1 al 1 dI
= — =t = (3.104)
rw  0Vge  BrdVpe

1 313 1 dICE

8= a - 0Vpe - Br dVpc

(3.105)
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FIGURE 3.55 Large-signal SPICE BJT model.
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FIGURE 3.56 Small-signal SPICE BJT model.
al,
Gmp = —cL (3.106)
0Vee
1 0 ICT 8IC d IB Gl IC
ng:goz—z— = — — — _gﬂ (3107)
ro 8VBC BVBC BVBC 8VBC

_ _dle
8m = 8mF 8mR = 8VBE 80

(3.108)
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The above small-signal parameters have been derived assuming no parasitic terminal
resistances R¢, Rp, and Rg; if these resistances are present, terminal voltages Vg g
and Vg replace Vgg and Vpc.

The small-signal ac collector current i, can be expressed using the hybrid-r model
(Fig. 3.56) as

dlcr dlcr dlpc
= Upe + Vpe —
SVBE 3V3c 8VBC

I¢ Upe = &mVbe T 80Vce — 81 Vbe (3.109)

where vy, has been replaced by vy, — b, in the second term. In the forward active region,
the small-signal equations assume the more commonly known expressions [3.42]

o = 8mVbe = &mF Vbe (31 10)
qlc
= = = 3.111
&n = &mr = Br&= Np kT ( )
1
po— L _ P (3.112)
8n Em
ry — 09, q,~0 (3.113)

1V 1%
ro = — = -AF _ AP (3.114)
80 Ic & Vin

In small-signal ac analysis, charge storage effects are modeled by nonlinear capaci-
tances. The diffusion charges are modeled by two diffusion capacitances, Cpg and Cpc:

_dOpg ey

Cpp = —T — Tren 3.115

DE= Gy " Veg F&mF ( )
dQpc dlcr

pC 2Vsc R3V3c R&mR ( )

Where g,,r and g,z are the forward and reverse transconductances of the BJT. The
junction capacitances are defined by Eqs. (3.115) and (3.116). In the small-signal BJT
model (Fig. 3.52) the two types of capacitances for the BE and BC regions are con-
solidated in C, and C,,, corresponding to Qg and Qpc, respectively:

Cr =Cprg —Cyg 3.117)
C,=Cpc+Cyc (3.118)

An important characteristic of a BJT is the cutoff frequency fr, where the current gain
drops to unity; fr can be expressed as a function of the small-signal parameters:

8Em

fr= 21(Cr + Cp)

(3.119)

Large-Signal Bipolar Transistor Model The previous introduction to the nonlin-
ear bipolar transistor gave a simplified overview. The transport equations refer to the
Gummel—Poon transistor model, which is the one implemented in all modern harmonic
balance and RF-SPICE programs, including its package parameters and splitting up the
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base spreading resistor. Appendix A shows the implementation of the Gummel—Poon
model, including the equations applicable for the model.

A good example of the SiGe microwave bipolar transistor is the Infineon model
BFP620 transistor with a cutoff frequency of 65 GHz (Table 3.14).

We now take the SPICE parameters given in Table 3.14 and use a simulator to
generate S parameters at a given dc bias point of 2 V and 10 mA. At the same time, we
plot the published S parameters at the same bias point. This gives a good feeling for the
accuracy of the simulation and SPICE parameters. The circuit diagram in Figure 3.57a
showing the transistor and its parasitics also uses published values. Figures 3.57a to
3.57d show the tracking of measured versus simulated parameters from 500 MHz
to 6 GHz.

TABLE 3.14 BFP620 SiGe Transistor

Description

e High-gain, low-noise RF transistor

e Provides outstanding performance for a wide range of wireless applications

e Ideal for CDMA and WLAN applications

o QOutstanding noise figure F = 0.7 dB at 1.8 GHz; Outstanding noise figure
F =14dB at 6 GHz

e High maximum stable gain, G,,; = 21.5 dB at 1.8 GHz

Parameter Symbol Value Unit

Maximum Ratings

Collector—emitter voltage Vceo 2.3 \"
Collector—base voltage Veso 7.5 \'%
Emitter—base voltage Vego 1.2 \'%
Collector current Ic 80 mA
Base current Ip 3 mA
Total power dissipation, Tg < 95¢ Piot 185 mW
Junction temperature T; 150 °C
Ambient temperature Ty —65...150 °C
Storage temperature Ty —65...150 °C

Thermal Resistance

Junction-soldering pointb Rigs <300 K/W
Values Unit
Parameter Symbol Minimum Typical Maximum

Electrical Characteristics at Ty = 25°C (unless otherwise specified)

DC CHARACTERISTICS

Collector—emitter breakdown VirycEo 2.3 2.8 — A\
voltage: Ic =1 mA, Ig =0
Collector—base cutoff current: Icpo — — 200 nA

Ves =5V, Ir =0
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Parameter

Symbol

Values

Minimum

Typical

Maximum

Unit

Emitter—base cutoff current:
Ve =1V, Ic =0

dc Current gain: /¢ = 20 mA,
Vee =15V

Iepo

hFE

100

AC CHARACTERISTICS (VERIFIED BY RANDOM SAMPLING)

Transition frequency:
Ic =60mA, Vg =15V,
f=1GHz
Collector—base capacitance:
VCB:2V,f:1MHZ
Collector—emitter capacitance:
Vee =2V, f=1MHz
Emitter—base capacitance:
Vep =05V, f=1MHz
Noise figure: Ic =5 mA,
Vee =2V, Zs = Zs,opts
ZL = ZL,opl’ f = 1.8 GHz
Power gain, maximum stable®:
IC =20 l'IlA, VCE =2 vV,
Zs = ZS,opt, Zp = ZL,opt,
f =18 GHz
Insertion power gain:
IC =20 mA, VCE =2 V,
f = 1.8 GHz,
Zs=272;=50¢Q
Third-order intercept point at
output" Vee =2V,
f = 1.8 GHz,
Zs=27Z; =50 %,
Ic =20 mA
1 dB Compression point at
output: Vep =2V,

f = 1.8 GHz,
Zs=272;,=50Q,
Ic =20 mA

fr

Gms

85112

IP3

P_y g

180

65

0.12

0.22

0.5

0.7

21.5

19

25

11

10

250

0.2

LA

GHz

pF
pF
pF

dB

dB

dB

dBm

dBm

SPICE Parameters (Gummel—Poon Model, Berkley-SPICE
2G6 Syntax):Transistor Chip Data

IS =354 aA
VAF = 1000 V
NE = 3.355
VAR=12V
NC =2.179

BF =557.1

IKF =2.262 A
BR =100

IKR = 6.31 mA
RB =2.674 Q@

NF =1.021

ISE =2.978 pA
NR =1

ISC =19.23 fA

IRB = 18 pA
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TABLE 3.14 (continued)

RBM = 2.506 2 RE =0.472 Q RC =2.105 @
CJE = 371.6 fF VIJE =0.898 V MIJE = 0.315
TF = 1.306 ps XTF = 2.71 VTF =0.492 V
ITF =2.444 A PTF = 0 deg CJC =225.6 {fF
VIC=0.739 V MIC = 0.3926 XCIC =1
TR = 0.3884 ns CJS =60 fF VIS=05V
MIJS = 0.5 XTB = —0.9 EG=1.114 eV
XTI =3.43 FC = 0.821 TNOM = 298 K
Package Equivalent Circuit
c LB] =0.47 nH
”CB LBO =0.53 nH
I LE[ =0.23 nH
LBO LB| , N , Lc| LCO LEO =0.05 nH
Bo—mm——mm 0| T0SON|C gy | oy oc Ler =056 nH
p
= LCO =0.58 nH
—_— CBE e CCE Cpg =136 fF
LEI CCB =6.9 fF
Ccg =134 fF
* Valid up to 6 GHz.
Leo
E
Transition frequency f; = f(Ic) Power gain G5, G = f(lc)
f=1GHz Vee=2V
Vce = parameter in V f= parameter in GHz
70 [ | 30 I
23/0 1.8V dB = 0.9GHz{
o AT 23V [Ty 26 14
V ~ /
50 /4 0.8V 24 /
45 22 1.8GHzA
/4 /
40 o /) |
20 A
35 [/ 2.4GHz
30 18 i~ v
- | 3GHz
MIIER M iy
T \ 12 5GHZ_
10 6GHz
5 N 10 L4 ,
. \~.Oi3V[
0 10 20 30 40 50 60 70 80 A 100 80 20 40 60 80 A 110

—

_blC
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TABLE 3.14 BFP620 SiGe Transistor (continued)

Power gain G5, Gna = f(VcE)
IC = 20 mA
f= parameter in GHz

28
|1 0.9GHz
dB =1 BFP620 die
24 v & S
/, a4
20 -2 AGHz [
o M| AT o e
18 P pui %GTZ— :
16 - I
yd _L-4GHz
14 |4 —
o LT | L A-5GHz
/// "_’_..__-—"—GGHZ
10 A
8 L]
6 id

4
02 06 1 14 18 22 V 28

Picture of the Infineon BFP620

> Vee microwave transistor die.
Noise figure F = f(/c) Noise figure F = f(/c)
VCE=2V, ZS=ZSopt VCE=2V,f=1.8 GHZ
2.6 3
dB 4 dB
22 pa // /7
2.4
v v, 21 F50
& /’///’ Q e | . ap
z .
14 ) 40477 74NN 15 &% Fmin
T ' V474 /V \ 3GHz T 12 / .
1.2 AL AN 2.4GHz . V17
N7 4 T8GH: e
1 1/ 0.9GHz 0.9 74
0.8 / 0.6
0.6 P4 0.3

0
0 10 20 30 40 50 60 70 80 mA 100 0 10 20 30 40 50 60 70 80 mA 100
— I — I
(continued next page)
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TABLE 3.14 (continued)

Noise figure F = f(f)
Vee=2V, Zg = Zgopt

dB Source impedance for min.
noise figure vs. Frequency
VCE:2V7 IC:5mA/2O mA
1.6

1:2 20mA /7

T 0.8
0.6

0.4

0.2

0 1 2 3 4 5 GHz 7
—b f

“Ts is measured on the emitter lead at the soldering point to the printed circuit board.

bFor calculation of Ry;a refer to Application Note Thermal Resistance.

Gus = |S21/S12|~

41P3 value depends on termination of all intermodulation frequency components. Termination used for this
measurement is 50 € from 0.1 MHz to 6 GHz.

All parameters are ready to use, no scaling is necessary.

The SOT-343 package has two emitter leads. To avoid high complexity of the package equivalent circuit,
both leads are combined in one electrical connection.

Silicon Bipolar Small-Signal Model The small-signal equivalent circuit of the
silicon bipolar transistor can be derived from the physical cross section of the device
given in Figure 3.58. For this device structure, the distributed T-equivalent circuit
of Figure 3.59 has been found to be an effective small-signal model at fixed-bias
conditions. The parameter values for this equivalent circuit are given in Table 3.15
for three modern microwave transistors at the bias for a low noise figure and at the
bias for high gain. The emitter pitch and emitter periphery for these transistors will
determine the optimum frequency range of operation. These parameters are also given
in Table 3.15.

Other bipolar transistor equivalent circuits are given in Figure 3.60, including the
distributed hybrid-I1, the simplified hybrid-IT, and the simplified T-equivalent circuit.
The simplified circuits are less accurate in broadband device simulations. The hybrid-I1
is popular because of its similarity to the GaAs MESFET equivalent circuit described
later. The bonding inductances to the base and emitter must also be included in the RF
design, usually about 0.5 nH for the base and 0.2 nH for the emitter. Typical circuit
values are given for a modern silicon bipolar transistor (Agilent/Avantek AT-41400)
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Model-BFP620 (Spice Parameters)
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=8 1000nh
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@ | |cap
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6.9E-15
0.56nh 0.58nh
1000pf p
1000pf i p
p1 ::§
bias

Data from Data-Sheet: VCE=2V, IC=10mA

D n1@n2 D

P3  Device: 7p2v010m P#4 -
(a) File: 7p2v010m-s2p

bfp620jépar —o—
S22(ckt=bfp620_spar)
| 500.00MHz-6.00GHz

[ bfp620_spar ~+—
S44(ckt=bfp620_spar)
500.00MHz-6.00GHz ‘

FIGURE 3.57 (a) Chip model of BFP 620. (b) Sy fit. (c) S fit. (d) Sy fit. (e) Si» fit.
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‘ bfp620_spar F—C—
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FIGURE 3.57 (continued)
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FIGURE 3.58 (a) Bipolar transistor cross section (npin). (b) Bipolar T-equivalent circuit.
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FIGURE 3.59 Small-signal equivalent circuit of microwave bipolar transistor chip excluding
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TABLE 3.15 Small-Signal Equivalent-Circuit Elements for Microwave Bipolar
Transistors

Silicon Bipolar Transistors from Avantek

AT-60500 AT-41400 AT-22000
Vee =8V, Vee =8V, Vee =8V, Vee =8V, Vee =8V,
Parameter Ic =2 mA Ic =10 mA Ic = 10 mA Ic =25 mA Ic =18 mA
Cep 0.026 pF 0.026 pF 0.032 pF 0.032 pF 0.020 pF
Cpp +C3 0.055 pF 0.055 pF 0.091 pF 0.091 pF 0.040 pF
R, 0.66 Q 0.66 Q 0.24 Q 024 Q 02 Q
Ry + R3 42 Q 42 Q 1.0 @ 1.0 @ 04 Q
R, 50 Q 50 @ 50 @ 50 Q 5.0 Q
Ry 75 Q 7.5 Q 2.7 Q 2.7 Q 1.8 @
Ry 10.3 @ 103 @ 3.1 Q 3.1 Q 20 Q
C 0.010 pF 0.010 pF 0.023 pF 0.023 pF 0.020 pF
Cy 0.039 pF 0.039 pF 0.048 pF 0.048 pF 0.015 pF
R, 129 Q 2.6 Q 2.6 Q 1.1 @ 1.6 Q
Cre 0.75 pF 0.75 pF 2.1 pF 2.1 pF 1.5 pF
o 0.99 0.99 0.99 0.99 0.99
T4 6.9 ps 7.3 ps 6.9 ps 7.3 ps 8 ps
f 22.7 GHz 22.7 GHz 22.7 GHz 22.7 GHz 25 GHz
Emitter pitch 6 wm 4 pm 2 pwm
Emitter length (Z) 125 pm 350 pum 300 pm
Die size 0.3 mm x 0.3 mm 0.3 mm x 0.3 mm 0.3 mm x 0.3 mm
x 0.1 mm x 0.1 mm x 0.1 mm
Symbol Definition Symbol Definition
Cep Emitter bond pad capacitance Cre Emitter—base junction capacitance
Cpp Base bond pad capacitance o Common-base current gain:
aoe—jwrd
0=
L+ jf/fs
R.c Emitter contact resistance o) Low-frequency common-base current gain
Rpe Base contact resistance Ty Collector depletion region delay time
R. Collector resistance T Base region delay time
R
R, Distributed base resistance H Base cutoff frequency: f;, =
R 21Ty
3
Cy
C, Distributed collector-base capacitance r, Base resistance: 7, = Ry + R1 + Ry + R3
(&)
R, Emitter resistance, R, = kT /qI, =1, C. Collector—base capacitance:
Co=Cpp+Ci+Co+Cs

at Veg =8V, Icg = 25 mA. The complete Gummel—Poon model for the AT-41400
is found in Table 9.1.

Although the distributed nature of the bipolar transistor requires an effective value
of r, and C,, the figure of merit for the bipolar is

2 ft
= 3.120
max 8 ré CC ( )
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2.1 pF _ 2.1 pF _
Cre ale Cre ale
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c E 02nH 02490 e ¢
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0.023 pF
, 310 - Ce
ro— 0.048 pF
0Q
B ! 0.091 pF
Simplified T- —
equivalent circuit
o -~ _@ee 0.5 nH
1+ jlfifs)

T~ 19~ 7.3ps

B

T-equivalent circuit

(a)

FIGURE 3.60 (a) T-equivalent circuit for AT-41400 at Ve = 8 V, Icp = 25 mA.

where fiax is the frequency at which unilateral gain becomes unity and f; represents
the delay time from emitter to collector (i.e., the transit time). The transit time is
given by

Tee =Te+ Teb+ Tpe + T+ Ta + T (3.121)

where 7, = emitter delay due to excess holes in emitter
T» = emitter—base capacitance charging time through emitter,
=r,Cr. = (kT /q1g)Cre
75 = base—collector capacitance charging time through emitter, =r.C,
7, = base transit time
7, = collector depletion layer delay time, =X, /2v;
7. = base—collector capacitance charging time through collector

The frequency at which the common-emitter current gain (|h;1.|) reduces to unity
is defined by f; and is determined by the delay time from emitter to collector 7.
according to the equation

1
ft_

= 3.122
27T, ( )

The calculation for the transit time of the Agilent/Avantek AT-41400 transistor chip at
Vee =8 V, Icp = 25 mA follows:

Xz, (0.15)2(107%)
Te = =

- = = 0.56 ps
2Dpefo (2)(2)(100)
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where By = 100 = low-frequency or dc value of current gain, hpg
D, = 2 cm?/s = hole diffusion coefficient in emitter
Xjep = 0.15 wm = depth of emitter—base junction

T =7.Cp, = (1.1)(2.1) = 2.31 ps
Tpe = r,Ce = (1.1)(0.16) = 0.18 ps
w2 _ 1079 x 1073

v D 22)®)

= 5.68 ps

where W = base length, = 0.10 pm
D,;, = electron diffusion coefficient in base, = 8 cm?/s
n = empirical factor to account for built-in aiding electric field due to base
impurity gradient, = 2.2
X; 11x107*

= =688 ps

= . T 16 x 10

where X,; = depletion width of collector, = 1.1 pm
vy = saturated drift velocity for silicon, = 0.8 x 107cm/s

7. =r.C. = (5)(0.16) = 0.80 ps

Toe = 16.4 ps
1
fi 27 (16.4) x 10~12 ?
6.8)(0.16
r,Ce = % = 0.54 ps

9.7 x 10°
max — — = 26.7 GH
Y \ 87(0.54)(10-12) z

A fair approximation for the bipolar is

2
U™ Gpa =~ (@) (3.123)

which gives an estimate of the transistor gain. The G,,, is usually 2 to 5 dB lower
than U in practice. The S parameters of the transistor should be used to give a more
accurate calculation of G,,, using the equations in Chapter 1.

For optimum design of silicon bipolar transistors, the parasitic resistances and capac-
itances must be minimized. In addition, (3.120) to (3.122) show that the minimum
values of r;, C,, and 7, will give the maximum frequency of operation and therefore
the maximum gain.
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An important observation for the bipolar transistor is the large transconductance,
which can be shown to follow from the forward-biased emitter—base junction. Since
the emitter current is given by

qVin
Ig = I | exp T ) 1 (3.124)
the transconductance is
0l.  aglgg Ig(mA)
= — = — 3.125
Em = oV T kT 26 (3.125)

Since this will scale with size, the transistor gain parameter at high gain bias is

gn _ IpmA) 1S

Z = 262 ~035mm > S/mm
I 25mA

E_ DDA ) mA/mm

V4 0.35 mm

where Z is the emitter length or periphery. These are the values reported in Table 3.15
and achieved from the microwave silicon bipolar structure used at Agilent/Avantek.

The superior microwave performance of the AT-220 bipolar transistor is a result
of the reduction of the emitter pitch to 2 wm. The proportional increases in the ratio
of the emitter periphery to base area lead to increase in fn,,x and reduction in noise
figure. The curves of gain versus frequency for the modeled transistor are given in
Figure 3.61. The f.x is extrapolated to 50 GHz, and further improvements will be
obtained when another reduction in emitter pitch can be achieved [3.43].

Using the familiar T-equivalent circuit for the bipolar transistor, we are now trying
to obtain a linear model for the SiGe HBT BFP620 from Infineon. This is done by
optimizing the linear equivalent circuit and obtaining S parameters and optimizing them
against the same set of measured data. For the package model, the manufacturer’s data
are being used. Figure 3.62a shows the equivalent circuit used for this and Table 3.16
explains the meaning of different parameters.

Figures 3.62b to 3.62¢ show the matching between the datasheet published S param-
eters versus the modeled S parameters.

The amplifier illustrated in Figure 3.63, built around BFP620, is an example of how
powerful these silicon germanium transistors are. Based on the large-signal parameters,
we used the Ansoft Designer to design a 7-GHz amplifier to build a low-noise, high-
gain, stable 7-GHz amplifier. While the topic of matching has not been introduced
(see Chapter 5), this circuit shows a necessary network at the input and output to
provide selectivity, good input and output matching, and a good noise figure at the
same time. Figure 3.64 shows the circuit and the simulated response. A noise figure
of approximately 1 dB was obtained with 14 dB gain. There will be other silicon
transistors on the market, but it appears that Infineon has one of the best selections at
the moment of such discrete transistors.

Figures 3.65 to 3.70, pictures from an Infineon presentation, show some exciting
applications based around silicon germanium HBTs.
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FIGURE 3.61 Common-emitter performance of 2-pm-pitch silicon bipolar transistor chip
(AT-22000): (a) S gain, maximum available gain G,,,, maximum stable gain G, and uni-
lateral gain U versus frequency; (b) minimum noise figure and associated input reflection
coefficient versus frequency [3.43].

Silicon Bipolar Noise Model T Configuration The noise of a silicon bipolar
transistor can be modeled by the three noise sources

eqer = e2 = AKTR, Af (3.126)

eve] = 2 = 4KTr, Af (3.127)

ecer = 2 =2KTr, Af (3.128)
— —  2KT(a— |e|?)

leplly, = lgp = ————=Af =2KTg (g — |a|2) Af (3.129)

Ve

iper =0 (3.130)
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opt11_mod =
S22(ckt=opt11_mod)
100.00MHz-6.00GHz
opt11_data —
S22(ckt=opt11_data)
100.00MHz-6.00GHz

e -

opt11_mod
S21(ckt=opt11_mod)
100.00MHz-6.00GHz

opt11_data —
S21(ckt=opt11_data) |

\\ 100.00MHz-6.00GHz |
I

45 9] 18] 17| 21| 25

\\“'( | \"',

-90

25 |21 [17 (13

180

0

(0)
FIGURE 3.62 (continued)



131




132

ACTIVE DEVICES

TABLE 3.16 BFP620 SiGe HBT

Keyword Description Unit Parameter Value

Intrinsic Model

A Ratio of I to Ig at dc 0.993

RE Emitter resistance Q 3.44

F Current generator roll-off frequency Hz 7.7 x 10"2

T Time delay s 0

CE Emitter capacitance F 0.6 x 1071

CI Collector capacitance F 7.3 x 1077

RCE Collector emitter resistance Q 10 x 103

RC Collector resistance Q 53 x 103

RO Extrinsic base collector resistance Q 14

CcO Extrinsic base collector capacitance F 0.107 x 10712

RB1 Intrinsic base resistance (Rpp) Q 6.6

RC1 Parasitic collector resistance Q 13.09

RE1 Parasitic emitter resistance Q 0.02

RB2 Parasitic base resistance Q 3.89

RC2 Parasitic collector resistance Q 0.10

CBE Base-to-emitter package capacitance F 136 x 10713

CBC Base-to-collector package capacitance F 6.9 x 1071

CCE Collector-to-emitter package capacitance F 134 x 1071

LB Base lead inductance H 1.047 x 107°

LC Collector lead inductance H 0.866 x 1077

LE Emitter lead inductance H 0.27 x 107°

TJ Chip temperature K 298

NFAC Noise factor proportional to drive 1.0

FC Flicker noise (1/f noise) corner frequency Hz 20e3
Package Model

CBCP Base-to-collector package capacitance F 6.9 x 1071

CBEP Base-to-emitter package capacitance F 136 x 10713

CCEP Collector-to-emitter package capacitance F 134 x 107

ZBT Base transmission line impedance Q 50

ZCT Collector transmission line impedance Q 50

ZET Emitter transmission line impedance Q 50

LBT Base transmission line length @¢, = 1 m 1.5 x 107°

LCT Collector transmission line length @g, = 1 m 1.396 x 1071

LET Emitter transmission line length @¢g, = 1 m 0.44e-9

Note:

. A=a=1./1,; B =dc current gain = a(1 — «).
. The bipolar current gain in this model is described by

A= A0) =

where w = 27 f and f = frequency.

. The current source is controlled by the current through R,. The current generator has a cutoff

frequency with respect to the total emitter current /:

F — g”l
2nC,

where g,, = 1/R,. This frequency becomes infinity for the default value for C, (0.0). The parameter
F specifies the frequency roll-off for the current generator with respect to the current through R,.
Effectively, this frequency parameter may be used to model additional delays in the device.



AQIA

LOW NOISE 7-GHZ AMPLIFIER

ind

MICROWAVE TRANSISTORS 133

ind

| |cap
I
1pF
Lb: .01 nH
Lc:1.4nH

Le:0.2nH
nois:biphoise

cap
1FFn
zy6 245
06:3 T
052
(1SS |
kel
o

FIGURE 3.63 Low noise amplifier (LNA) at 7 GHz using BFP620.
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f

L4

fo

B =

l—«a

_ KT
ql.

g = (3.131)

1
re

which are shown in Figures 3.71 and 3.72. The base thermal noise e; due to r;, the shot
noise of the forward-biased emitter—base junction e,, and the collector partition noise
icp, Which is strongly correlated to the emitter—base shot noise, are the noise sources.
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*ien A Monolithic 2.8 V, 3.2 W Si-Bipolar Power Amplifier
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FIGURE 3.65 High-efficiency 900-MHz amplifier.

tineon A Monolithic 2.5V, 1 W Si-Bipolar Power Amplifier
(olineon with 55 % PAE at 2 GHz (DECT, Siemens Gigaset 4000)

Chip Micrograph (Size: 1.17mm x 0.97mm)

FIGURE 3.66 High-efficiency 2-GHz amplifier.

Figure 3.71 shows the T-equivalent circuit of bipolar transistor in which Cy, is
emitter junction capacitance and Z, is complex source impedance. For calculation
of minimum noise figure, the T configuration is simpler than the hybrid-IT, whereas
for formation of the noise correlation matrix with base—collector capacitance Cy,, the

hybrid-IT topology is the better approach for analysis [3.44].
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A High IP3 Receiver Chip-Set
for Mobile Radio Basestations up to 2 GHz

Preamplifier Mixer Limiter
(0.74 x 1.1 mm?) (1.38 x 1.1 mm?) (1.0x 1.1 mm?)

Frequency = 0.5 - 2 GHz Frequency = DC - 2 GHz Frequency = DC - 0.5 GHz
Gain = 12 dB Gain=1.5dB Gain = 24 dB

Noise Figure = 5.5 dB Moise Figure = 16.5 dB SSB Moise Figure = 3.6 dB SSB
CP1gyr = +12 dBm CP1gyr = +12dBm CP1gyr = +10 dBm

OIP3 = +24 dBm OIP3 = +26 dBm OIP3 = +21 dBm

© Ref.: H.D. Wohimuth et al., ESSCIRC2000, pp. 352-355, Sept 2000, Stockholm

FIGURE 3.67 High IP3 receiver for 0.5 to 2 GHz.

7.35 GHz Frequency Synthesizer

Performance Summary

Frequency 7.23-7.35 GHz
Functions VCO, frequency divider
XOR-phase detector

Supply Voltage v

Power Consumpticn 66mW @3V
55B-Phase Noise -100 dBe/Hz @ 100 kHz
Chip Size 0.78 x 0.78 mm?

Technology 0.3um Si-Bipolar B6HF

Ref.: G. Ritzberger etal., Electronics Letters Vol. 37, No. 15, July 2001

FIGURE 3.68 A 7.35-GHz frequency synthesizer.
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(finesn 105 GHz, 2 dB Noise Figure Low-Noise Amplifier

Schematic Diagram
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W Semblinge Ref.: D. Zéschg et al., Electronics Letters, vol 35, no.25, pp.2195-6, Dec. 1999

Apr-2002. p. 28

FIGURE 3.69 A 10.5-GHz LNA.

(lofieen 10,5 GHz, 2 dB Noise Figure Low-Noise Amplifier

Performance Summary

Frequency 105 GHz
Gain (3.6 V) 2% dB
Noise Figure (50 Q2) 2 dB
Supply Voltage 25-4 V
Power Consumption (3.6 V) 27 mW
Chip Size 0.45x0.55 mm?

Technology 0.5um/80GHz SiGe

GND o |
. Sembluger Ref.: D. Zoschg et al., Electronics Letters, vol 35, no.25, pp.2195-6, Dec. 1999

Apr-2002. p. 30

FIGURE 3.70 Performance of 10.5-GHz LNA.

The definition we use as the noise figure is defined as the ratio of the output noise
power to that from a noiseless but otherwise identical device: Noise figure F is given by

~.
||b~m|

F= (3.132)

~.
o~
o
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FIGURE 3.71 T-equivalent circuit of bipolar transistor.
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FIGURE 3.72 Noise sources transformed to input.
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Where i is the value of i; due to the source generator e, alone. From Kirchhoff’s
voltage law (KVL), for the loop containing Z,, r;, and r. the loop equation can be

written as

. ./

ig(Zy+71p) +ijre=e5+e,+e
ip =i, + icp
./ iL _icp

1, =
o

i =i,(14+jwCy) —jwC e,

iy =ip—iL

=i,(1 +jwCypre) —jwC e, —

lp —1¢ep

= —— I +jwCypre) —jwCre. —iL
o

ig(Zg+rp) +ilre=es+e,+e,

ir

[(%(1 + jwC q,r.) — jwC g€, — ZL) (Z, + rb)} + (%) Te

=e;t+eptee

i
5[(1 — o+ WC 1 ) (Zg + 1) + 7]

=e,+ep+ell +jwCp(Z, +1p)]

I .
+ ;p[(1 +wCpre)(Zg +1p) +rc]

(3.133)
(3.134)

(3.135)

(3.136)
(3.137)
(3.138)

(3.139)

(3.140)

(3.141)

(3.142)
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e +ep + e[l +jwCrp(Zg + rp)]
+ (lcp/a)[(l +jWCTere)(Zg + rb) + re]

- (3.143)
(I —a+jwCypre)(Zy +1p) +1e

ip =

where i; is the total load current or collector current (ac short-circuited current) due
to all the generators such as e,, ey, €g, and i.,. Assume iy is the value of i; due to
source generator e, alone and other noise generators (e., e;, €g, and i.,) are zero:

i””[( - }

1 — a4+ jwCyr)(Ze +rp) + 1o

(3.144)

{eg +ep + e[l +jwCp (Zg +1p)]
+ (icp/OI(L +jwC g1 ) (Zg + 1) + 1]}

i2
F==£t=
2
L

[=}

o2

(3.145)
8

% + 2"“ e?[l +jwC p,(Z, + )2
_ +(lc2p/|a|2)[(1 +ijTere)(Zg +71p) + re]Z

(3.146)
e

4KTR, + 4KTry, + 2KTr [1 +jwC 1, (Zy + 1) 2

+2KT (a0 — o) /a1 J[(1 + jwC 1,1 ) (Zg + 1) + 1]

(3.147)
4KTR,
r, Ve
=1+ 24

1+jwC,(Z, 2
R, 2Rg[ +jwC o (Zg + 1)1
(cp — |a|?) .
W[(l —i—]wCTgre)(Zg—i—rb)-i—rg]z (3148)
rp re . . 2
=1+ R_g + 2Rg|] +wC (R +rp + jX,)I

+(&_1 |(1+jwCrre) (Rg + 1 + jXg) + 1
||

+

3.149
2R,r, ( )
_ rp Ye . 2 oo
1+ R_g + 2Rg|1 +]WCT€(Rg +rp) — wCTeXg| + (W - )
« Ry +71p + 10 — wCr Xgr, + jwC pre(Ry + 1 + Xg)|2 (3.150)
2R,r,
=144

1 - U)CTEX 2
Rg 2Rg {( g)
o

Ry 1y + ro(1l = wCr Xp) P 4 [X, + wCree(Ry + 1)
2R, 1,

(3.151)
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=142 4
R, 2R,

2
Te +<C(() 1) (Rg+rh+re)2+Xg

la? 2R,r,

o 7
+ (ﬁ) (212 ) [W2C% X2 — 2wCr X, + w?C (R, +1)°1  (3.152)
8

where noise terms and the generator thermal noise are given as (Af = 1 Hz).

2 = 4KTR, (3.153)
= 4KTR, (3.154)
= 2KTr, (3.155)
—  2KT(ap — |af?
i2, = 2KT (a0 — |a]) (3.156)
re

Real Source Impedance In the case of a real source impedance, for example, R, =
50 @, X, =0, the above equation of noise figure becomes

2R, w2 TE TR,

(3.157)
Substituting the value of « where f;, is the cutoff frequency of the base alone and
introducing an emitter cutoff frequency f, = 1/27Crre,

T T 2\ (R, +1p+10)? 2 2(R, +1p)?
F=14+-242¢ +<1—o¢0+JC—2>M+(1+][—2>f—2M
R, 2R, I 2R 1.0 fi) f7 2Rgreaq

3.1

58)
Simplifying the preceding equation by f,

F=14-2+
R, 2R

Ve +<|(X(|)2 1> (Rg+rb+re)2 Qo 2C2 Z(Rg+rb)2
o

8

Rg—l—rb—{—re_ Ry +rp+r,
Ry + 1y 21 Crere(Rg + 1p)

fo=re (3.159)

The simplified equation of the noise figure for a real source impedance is given by

2 2 R 2
iy e T +[<1+f_2><1+f/2>_a0]m (3.160)
R, 2R, N £ 2R 1.0

Minimum Noise Figure The minimum noise figure F;, and the corresponding opti-
mum source impedance Zgp = Rop + jXop: are found by differentiating the general
equation of the noise figure with respect to X, and then R,.

The noise figure can be represented as

F=A+BX,+CX, (3.161)

where, by introducing the form factor,

2
a=(1-10 e ,2) @ (3.162)
oo la|?
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The coefficients A, B, and C can be written as

R 2 e
A= aﬂ Qo (e + d (3.163)
2R,r, || R, 2R,
C ele
p=_ 20 WTrl (3.164)
la> Ry
c=-12 (3.165)
2r.R,

Differentiating with respect to X, and setting d F'/d X, to zero for the optimum source
reactance,

dF

— =0=B+2CX 3.166
ax, |, + opt ( )
€ opt
—B (o)) wCTgre
Xopt= =— = — 3.167
PT2C T e a (G.167
The corresponding noise figure is
Fx,, =A— CXoy' (3.168)
R 2 , aX?

Za(é’ﬂ_,_ﬂ 1+r_b+r_ __oet (3.169)

2R,r, |a|? R, 2R, 2r.R,

This must be further optimized with respect to the source resistance to give Fp, by
differentiating Fx, , with respect to the source resistance:

R 2 , aX?
Fxm=aﬂ+a—02 142 e ) oo (3.170)
P 2R,r, loe R, 2R, 2r.R,
B
= A+ -1 4 CiR, (3.171)
Rg
A =al 4 20 (3.172)
re  laf?
2 2
Ty _Xopt Qo Te
B = at— "o —( —) 3.173
1= 2r, * lo|? "t 2 ( )
c =L (3.174)
2r,

Differentiating the noise figure with respect to R, to get the minimum noise figure,

L ——— — 4 C (3.175)
dRé’ Ropt Ropt
B ag r.(2rp +re)
2 .2 2
Ropt = c, o Xoptwia (3.176)
R
Fiin = A1 4 2C1 Ropt = o R, @0 (3.177)

re |2
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The factor a can be simplified in terms of a simple symmetrical function of f, and f;:

2
a= (1 _ el wzc%erez) 20 (3.178)
o |a|?
f? ( f2> fz} 1
1+ 2 —ag + = 3.179
|: fb 0 fb f2]ao ( )

7)) -=]s
1+ 1+ — — 3.180
|:< fb fb %0 oo ( )

Special case: When Cz, and X, are zero and factor a can be expressed as follows:

f? 1
= 1+F—Olo o (3.181)
b 0
PRI S b A ) (3.182)
PO TP T 2 — a
R
Foin = Ay +2C1R0pt ZaM ﬂ (3.183)
Te |a|?
2 R 2
=(1+f—2—ao>m+<1+f> (3.184)
fb Qote fb
Zopt = Ropt + jX0pl (3.185)
14+ f2/f%  r.Qrp=+r. oy WCrr,
=2+ zf gf” Cry +7e) Js— (3.186)
I+ f2/fy —ao a o] a
1
Yopt: 7 (3.187)
opt

Noise Correlation Matrix The T-equivalent configuration of the common-emitter
transistor can be expressed in terms of a two-port admittance matrix. To apply the noise
correlation matrix approach, we transform the above noise model to an equivalent one
consisting of two noise sources, a voltage source and a current source proceeding a
noiseless version of the bipolar circuit.

The transformed noise model takes the form shown in Figure 3.73 below. Since
the system is linear, the two noise sources can be expressed in terms of three original
noise sources by a linear transformation:

yiu Y1z
Yle = 3.188
7l [m m] (3.188)
_ | [ =a)g. +wC, +Y] =Y.
= [ «go — Y, Y, (3.189)

The matrices are defined, respectively, for the intrinsic device as N and for the trans-
formed noise circuit as C, where
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FIGURE 3.73 Low-frequency noise equivalent circuit of bipolar transistor.

1

_ . — 0
1 eee* eel;;k 2
(V] = Cele : .P — 8e 3.190
ST AKRT A |:ch(3;" iepi, 0 M ( :
2
1 e,e¥ (3,,7 Cii Cn
c _ L [l edy | _ 3.191
[ ]transformd 4KTAf |: ine;: lnl;f i| |:C2] C22 ( )

The noise correlation matrix C can be obtained in terms of N by a straightforward
application of the steps outlined as

C = AZTN (AZT)® + ARA® (3.192)

The sign @ denotes the Hermitian conjugate. The matrix Z is just the inverse of the
admittance matrix Y for the intrinsic portion of the model and T is a transformation
matrix which converts noise sources e, and i., to shunt current sources, respectively,
across the base—emitter and collector—emitter ports of the transistor:

_[-0-wg 1

T=| s -1 (3.193)
_1 Ziyi+rp

A 2211 (3.194)
0 -
L Zn
1 X

R |@% Of_|n O (3.195)
AKTAf| 0 0 0 0

Here Y, is added as a fictitious admittance across the «-current generator to overcome
the singularity of the actual Z matrix. However, in the final evaluation of C, Y, is set
equal to zero. The matrix A is a circuit transformation matrix whereas matrix R is a
noise correlation matrix representing the thermal noise of the extrinsic base resistance:
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Fmin -1 °
C=|Cue Cus_ fo e
- Cuo,- C,','o - Fmin -1 2 )
T - RnYOpt Rn|Y0pt|
R, = ng (3.197)

Y Cii' I Cui' 2 + i1 Cui. (3 198)
= — m m| —— .

o Cuu' Cuu‘ / Cuu‘

The noise correlation matrix C contains all necessary information about the four extrin-

sic noise parameters Fiy, R, and X Sopt? and R, of the bipolar. The expressions for

Frin, Ry,,, and X, are derived above and R, is expressed as
_ Cuue
" 2kT
L+ (f/f)° 1\, re (14 (f/f)°
Lo (LU 1) (U
Olo ,30 2 0[0

2 (@) -]
X 41— — = —— =)= A

e (5 (1) [ (D)D) e
Low-Frequency Noise in Transistor The mechanisms causing low-frequency 1/f
noise have been summarized by vander Ziel in a recent review [3.45]. An equiva-
lent circuit for analyzing low-frequency noise in the bipolar transistor is shown in
Figure 3.73, where two noise sources are present in the input. The dominant source of
flicker noise is the current generator. This is due primarily to minority-carrier recom-
bination in the emitter region [3.46]. The voltage noise source due to the thermal noise
of the resistance is usually a much lower contribution, so the noise power referred to
the input is [3.47]

P, = e + . + i (rs 4 50)2 + 2Ceyin;i (ry + 50)
200 ' 200 200
+2
Ly 2 Po
- 4502 3.200
200" =G o

where e, = thermal noise voltage of r;, assume zero, = 4kTr;Af
e, = equivalent input noise voltage, assume zero (determine by letting r, = 0)
C = correlation factor, assume zero
Py = noise output power to 50-Q2 load
G = low-frequency gain

Since the noise is essentially current noise, the data are usually plotted in dBA/+/Hz,
as given in Figure 3.74. For this measurement, a typical value of r; is 1 k€.

It should be remembered that the finite base resistance, r;, will allow a certain
amount of the base current flicker noise, i7,,, to appear in the equivalent voltage
source, e,. Because the thermal noise due to r;, tends to dominate this flicker noise
component, the e, flicker noise corner frequency is well below that of the base current
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FIGURE 3.74 Equivalent input noise current versus frequency for AT-22000 silicon bipolar
transistor bias at Vep = 10 V, Ig = 10 mA. (From Ref. 3.48.)

flicker noise. As the source impedance presented to the base approaches zero, the e,
noise source will begin to dominate i,;.

A major advantage of silicon bipolar transistors is the low corner frequency for
flicker noise. The data reported in Figure 3.74 for the Agilent/Avantek AT-22000 at a
bias of Vg = 10V, Ix = 10 mA gives a corner frequency of about 20 kHz at room
temperature. Values below 100 kHz are typical of silicon bipolar transistors [3.45].

3.4 HETEROJUNCTION BIPOLAR TRANSISTOR

Because of the superior material properties of compounds of groups III to V such as
GaAs, a bipolar transistor using this material has been a goal since 1957 [3.49]. The
use of the heterojunction emitter—base has made the HBT a reality. Three primary
advantages result from this structure (Fig. 3.75) [3.50]:

1. The forward-bias emitter injection efficiency is very high since the wider bandgap
AlGaAs emitter injects electrons into the GaAs base at a lower energy level but
the holes are prevented from flowing into the emitter by an energy barrier.

2. The base can be doped heavily to reduce the base resistance.

3. Implant damage can be used to reduce the parasitic collector—base capacitance.

Other advantages for this bipolar transistor are high output current per device unit
width or periphery, high current gain, and potentially low 1/f noise. Since the entire
emitter area cross section can carry current because of the lower base resistance, the
power-handling capability of this structure will be very high. Output power of greater
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FIGURE 3.75 (a) Heterojunction bipolar transistor structure (HBT), single-chip structure.
(b) HBT structure for GaAs monolithic circuits. (From Ref. 3.50 © IEEE 1987.)

than 4.0 W/mm at 10 GHz has already been reported [3.51]. Although these transistors
were not yet available commercially, excellent results have been reported [3.51]:

f,=75GHz  fax=175GHz  gn./Z =7 S/mm

P/Z = 40 W/mm at 10 GHz
"1 1.5 W/mm at 36 GHz

The high output power is a particularly useful feature of this transistor. If the maximum
junction temperature can be made high, the realization of a high-power GaAs bipolar
transistor may occur.

Another important feature of this transistor is the low 1/f noise, since the surface
states of GaAs no longer contribute significant noise to the emitter current. A corner
frequency below 1 MHz has been found for the HBT [3.52], which is becoming com-
parable to silicon bipolar transistors. This effect could be very significant for oscillator
applications.

The small-signal equivalent circuit of a 1987 HBT from Texas Instruments is
given in Figure 3.76 and Table 3.18 for the npn transistor reported by Bayraktaroglu
et al. [3.53-3.55]. This is a millimeter-wave transistor with an emitter periphery of
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FIGURE 3.76 Model of HBT to 26.5 GHz. (From Ref. 3.50 © IEEE 1988.)

60 wm and an emitter pitch of 4 wm. There are two emitter fingers each of length
15 wm. The total perimeter was calculated by including all of the emitter periphery,
both sides. By a different method which includes only the length of the emitter metal,
one obtains 30 pm, a factor of 2 lower. This second method is the one to be used.
The normal bias condition for this model is Vg =4 V, Ic = 20 mA.

The S parameters of this model are compared to the measured data in Figure 3.77
up to 26.5 GHz. As low-noise oscillators, these transistors have given the results sum-
marized in Table 3.18.

A more modern treatment of HBTs is given by Liu [3.56] and [3.59] in Figure 3.78.

TABLE 3.17 HBT Oscillator Results

f (GHz) Py (dBm) £(f) (dBc/Hz) Reference

4 10 —73 at 1 kHz Agarwal [3.57] (Rockwell)
15.6 6.5 —60 at 10 kHz Lesage et al. [3.58] (NEC)
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FIGURE 3.77 (c) S»; of HBT and model to 26.5 GHz. (From Ref 3.51.) (d) Si» of HBT and
model to 26.5 GHz. (From Ref 3.51.) (continued)
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TABLE 3.18 Parameter Values for 60-pum Emitter Periphery npn and pnp HBTs

Parameter npn pnp Parameter npn pnp
fi 22 GHz 19 GHz Cy 1.34 pF 0
JSmax 40 GHz 25 GHz Rci 1 Q 74 Q
o 0.93 0.96 Rer 4 Q 33 Q@
T 2 ps 4 ps R 85 Q 7.0 Q
o 65 GHz 35 GHz Cpe 0.012 pF 0.012 pF
C 0.06 pF 0.04 pF Che 0.022 pF 0.022 pF
C> 0.01 pF 0.1 pF Ccri 0.012 pF 0.012 pF
Cs 0.4 pF 0.3 pF Ccr 0.06 pF 0.08 pF
R, 1.0 x 10° 1.0 x 106 Ce 0.022 pF 0.03 pF
R, 10 @ 6.8 Q Lp 0.165 nH 0.26 nH
Rp, 17 @ 30 @ Lg 0.032 nH 0.09 nH
Ry 275 Q 44 Q L¢ 0.06 nH 0.134 nH
High Linear Output Power
Low Noise High Gain or Low Intermodulation
Input Interstage Interstage Output
Circult Circuit Circuit Circult
O O 3rd Order
OPTIMUM Cascaded Noise Max.Available Intermodulation Linear Output
dc BIAS (dB) Figure (dB) Gain (dB) Intercept lc Power
10 . 30f==—= (mA
a. Example: 2.0 124——m——g, ! 800 fzz,\
15 10 /?-\ 20+ ! 200 12mA
f=1.8 GHz 1.0f_ -~ v ! 0.4 mA
Veg=2V osb 5 i 1or i 100
Ic=15mA P o H o : 0 o4mA
0 015 1.0 0 0.17 0 0.5 1.0 0 10 20
o/, (0™ /1 . VeelV)
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Optimum dc Bias
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FIGURE 3.78 Key parameters in applying a BJT in low-noise front-end, high-gain and linear
power stages. (a) BJT characteristics that lead to optimum dc bias for low-noise front end.
(b) Parameters characterizing device performance. (c¢) I'op for first stage and Si; and S» for
output stage as simulated by CAD software. The example is based on the Siemens BJTs BFP420
(low-noise stage), BFP450 (high-gain stage), and BFG235 (output stage). (d) Circuits to optimize
stage noise, gain and input/output matching. (Presentation based on Figure 14 in Ref. 3.59.)
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3.5 MICROWAVE FET

For microwave application, the major FET types are now Si MOSFETs and GaAs
MESFETs followed by PHEMTs and MHEMTs. The MOSFETSs are used specifically
in RF integrated circuits (RFICs) and will be introduced next.

3.5.1 MOSFETs

There are several members of the FET family that can be used to high frequencies.
The junction FET, which has been used for many years, is limited to about 500 MHz
for reasonable performance, for the most 1 GHz. A more detailed discussion of its
capabilities can be found. However, coming from the bipolar process, CMOS transistors
have become a strong competitor to gallium arsenide in the RFIC world. Figure 3.79
shows examples of a modern BICMOS process.

The MOS transistors are typically used only in integrated circuits (ICs), but not
as discrete devices. To build circuits with them, one typically needs a manual for the
IC process. For the large-signal simulation as well as dc simulation, there are several
models available:

Level 1  Schichman—Hodges model
Level 2 Geometry-based model
Level 3  Semiempirical model

In addition to this, the Bipolar/FET simulation Version 3 (BSIM3V3) model is a much
more complex model which is used for much more detailed analysis.

For microwave and RF application, a variety of other models, which are more or
less complex, have been developed. It appears that the most attractive model is the
one called EKV. The abbreviation EKV comes from the authors Enz, Krummenacher,
and Vittoz. The model extractors for this are Aurora, IC-CAP (Agilent program for
parameter Extraction) and A vertical Gate Structure for MOS transistor (VTMOS).

However, the RFIC design is a task which goes beyond the scope of this book and
the references at the end of the chapter will give good insight [3.60].

CMOS transistors with 0.35-pwm technology are used in many applications and even
0.12-pm devices are now available. Operating frequencies up to 2.5 GHz have been

RS PERLE St . U,

n* buried layer >

r p substrate T

n* buried layer

FIGURE 3.79 Example of modern BiCMOS process.
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The following models are supported:
e Level 1 - Schichman-Hodges model
e Level 2 - Geometry-based model
e Level 3 - Semi-empirical model
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Intrinsic Model for an NMOS MOSFET

FIGURE 3.80 FET-MOSFET model. An n-channel MOSFET model is shown. For P-
channel MOSFET, all voltages and currents are reversed.

shown. The general circuit design rules, however, are the same as for GaAs FETs; one
needs to know the measured S parameters or the SPICE parameters. Besides the RFIC
MOS and DMOS transistors, the LDMOS transistors (discussed in Chapter 9) have
become very popular for power application. The following discussion shows the large-
signal MOSFET model, which are popular models as shown in Figure 3.80. At the
moment we are concentrating on the level 3 model, which can be used for microwave
applications. For more critical applications, the BSIM model has been developed. The
model levels 1 and 2 are more frequently used for switching applications rather than
linear or slightly nonlinear applications.

For example, the following describes a cascode low-noise amplifier in CMOS tech-
nology. The transistor is described in level 3 nonlinear parameters:

Level =3 [ =03 pm w =500 pm rqs = 10,000
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is=6.53x 107" 0 =02pF g0 =0.02
=058 y=021 fox =4 x 1078 ngy =10 x,, =051

Figure 3.81 is a schematic for the amplifier arranged in an RFIC and entered into a
harmonic balance simulator.

In analyzing this amplifier from 3 to 5 GHz, we obtain a gain of 8 dB, a noise
figure of about 1 dB, input match of —10 dB, and an output match of —34 dB for
S>1, S11, and Sy, (Fig. 3.82). The inductor in the source compensates for the Miller
effect detuning. Therefore, the noise figure and minimum noise figure are quite close
together. The circuit simulator is capable of predicting the exact noise figure based on
a complex noise model similar to the one we will develop for the GaAsFET. This is
an example for MOSFET application. Design rules on how to construct amplifiers like
this will follow in Chapter 8.

The BSIM model is much more challenging because the parameter extraction effort
for so many parameters is a huge task. It is difficult to judge if the parameters are
incorrect or the model itself is incorrect if the measured results do not agree with the
result of the modeling.

Figures 3.83 and 3.84, from an Infineon presentation, show two exciting examples of
what can be done with 0.13-pm technology, and they speak for themselves. Figure 3.85
shows the U-channel MOSFET intrinsic model.

3.5.2 Gallium Arsenide MESFETs

Introduction The GaAs MESFET is more commonly used in microwave IC designs
because of higher gain, higher output power, and a lower noise figure in amplifiers.
The higher gain is due to higher mobility of electrons (compared to silicon). The

MOS LNA
bias
res VG1 V:3
2000
cap
— A5pF P2
cap ind
p1 10 pF 18 nH

FIGURE 3.81 Cascode low-noise amplifier in CMOS technology.
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FIGURE 3.82 Design result.

(Infineon
6 GHz Buffer Amplifierin 0.13 um CMOS

Measurement Data: Measured Gain:
10d8 821 LY og8
Bandwidth 6 GHz -
Gain -40.5 dB = i
Supply voltage 15 V 048 Bl
Current consumption 15+20 mA -
Tapeout C1IN RITS8 0 -
Chip Layout {size 0.57 x 0.47 mm?): -
: 2048 -
> >
08 )
g 2 .
T
e % W,
500 MHz 6GHz
ol Ref.: H.D. Wohimuth et al.

FIGURE 3.83 A 6-GHz buffer amplifier in 0.13-pm CMOS.

improvement in output power is due to the higher electric field and higher saturated
drift velocity of the electrons [Egs. (3.93)]. The lower noise figure is partially due to
the higher mobility of the electron carriers. Moreover, fewer noise sources are present
in the FET (no shot noise) as compared to the bipolar transistor. A disadvantage of the
GaAs MESFET is the higher 1/f flicker noise compared to silicon bipolar transistors.
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51 GHz VCO in 0.12 ym CMOS

Measurement Data: Chip micrograph (size 0.9 x 0.4 mm?):
Center Frequency 50.2-51.6 GHz

;yp. Phase Noise (@1 MHz) -85 dBc/ B=N «:= B—

i m (I
Coarse Tuning Range 14 GHz - ” ;-—:L.-
Fine Tuning Range 700 MHz -:.__-
Core Supply Voltage 1w
Current Consumption 1mA (1) Detail view: i
Chip size (pads) 09x04 mm? VCO core
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Silk e -/
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Agr2002, . 14 Ref.: M. Tiebout et al., ISSCC 2002

FIGURE 3.84 A 51-GHz VCO in 0.13-um CMOS.

Before considering the large-signal behavior of MESFETs, a small-signal property
of these and other FETs is the unusual discovery of real (Y1,), which shows a negative
resistance as opposed to the positive resistance of bipolar transistors [3.61]. No one has
explained the origin of this negative resistance, but it undoubtedly plays a significant
role in feedback amplifiers (see Chapter 8). Including this effect in small-signal models
has virtually no effect so far. The Si, is so small that an accurate model of this parameter
seems to be unnecessary. A domain capacitance has been proposed to account for this
effect [3.62], but excluding this additional feedback capacitance seems to have minor
effects. One of the major challenges of MESFET/PHEMT modeling is to account for
this unusual effect in Y1,/S,.

Large-Signal Behavior of GaAs MESFETs The mathematics for the large-signal
behavior of the GaAs FET is basically quite similar to that for the junction field-effect
transistor (JFET); however, the computation of JFET channel current, diode currents,
and capacitance is much simpler than necessary for the GaAs FET. Temperature effects
are embedded in all the equations for all the transistors mentioned so far. In our opinion,
the modified Materka model used by Ansoft and many others is the most complete
one; however, the following models are supported by most CAD tools:

¢ Angelov (Chalmers) [3.63-3.65]

o Curtice-Ettenberg cubic [3.66]

e Curtice Quadratic [3.67]

¢ IAF (Berroth) [3.68-3.70]

o ITT PFET and TFET [3.71]

o Modified Materka—Kacprzak [3.72]
¢ Raytheon (Statz) [3.72]
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FIGURE 3.85 FET-BSIM3V3 MOSFET model. An n-channel MOSFET model is shown.
For P-channel MOSFET, all voltages and currents are reversed.

« Physics-based MESFET [3.73-3.76]
e TriQuint (TOMI1, TOM2, and TOM3) [3.77-3.80]

e With some restrictions, metal—insulator—semiconductor FETs (MISFETs),
modulation-doped FETs (MODFETs), and high-electron-mobility transistors
(HEMTs)

The main advantages of GaAs FET technology derive from the fact that it uses a
metal—semiconductor junction with a barrier voltage of 0.8 V, its input capacitance is
typically less than 0.2 pF, and the reverse feedback capacitance is less than 0.02 pF,
or roughly 10% of the input capacitance. As a result of this, fi.x iS approximately five
times higher than fr. Table 3.19 shows a comparison of silicon BJT and GaAsFET
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TABLE 3.19 Comparison of Si BJT, SiGe HBT, and GaAs FET Technologies

Parameter Si Bipolar SiGe HBT GaAs MESFET
fr 25 GHz 300 GHz 22 GHz
Simax 40 GHz 350 GHz 110 GHz
Features Low cost, low 1/f noise Low 1/f noise, very Highest flexibility,
(S kHz =1/F¢) low distortion lowest NF,, well
established

technologies. While f,x for the bipolar transistor is

fi
= 3.201
the fiux determination for the GaAs FET is given by
R
Fnax = Jr| R (3.202)
2 Ri + Rs + Rg
As a sample calculation,
21.9 GHz 450
=110 GH 3.203
fmax ) 1 + 15 + ) z ( )

The three major drawbacks of the GaAs MESFET are as follows:

1.

Much higher flicker corner frequency (somewhere between 10 and 100 MHz,
perhaps lower in special cases), probably due to a lack of a surface passivation. It
should be noted that Gunn diodes also made from GaAs have very low 1/ f flicker
corner frequencies because these devices perform below the surface (estimated
as low as 100 Hz).

Much higher output conductance. This tends to load down any circuit connected
to the drain. On the other hand, since the transconductance is quite high for even
low currents, these devices have very high gains at low frequencies, which can
make them quite unstable. In the saturated mode it is not uncommon to find a
drain—source resistance of 100 to 500 €2, while BJTs and JFETSs offer values of
several kilohms and higher.

. Because of the very high flicker corner frequency (from 10 to 100 MHz), MES-

FETs are really not useful for low-noise mixers and oscillators, and unless there
are no devices available in the frequency range above 30 GHz, they should be
avoided for these applications.

As to the MESFET’s construction and dc properties, Figure 3.86 shows a MESFET’s
cross section and dc -V characteristics.

It was outlined in the beginning of the chapter that, while the GaAsFET is a close
relative to the JFET and MOSFET, its actual behavior was found to be best described
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FIGURE 3.86 (a) Cross section and bias circuit. (b) A dc IV curve, including ac load line,
for MESFET.

by a set of analytic equations. The first such model was the one by Curtice in the
form of quadratic and cubic models, but it does not have enough correct derivatives
to give enough insight into such subteties as third- and higher order intermodulation
distortion and accurate harmonic generation. Other researchers have addressed vari-
ous areas, but we still find that the Materka model has the best success in nonlinear
applications. The large-signal topology for all FETs consists of an intrinsic model
with some extrinsic parameters, further complicated by the package, as shown by
Figures 3.87 and 3.88. Table 3.20 lists their keywords. The actual intrinsic model and
its parameter definition depend on the particular model, and since designs using GaAs-
FET will always be done using CAD tools, we will not go into any detail of the
equations but will list them. They are not dissimilar from the JFET and MOSFET
equations.
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FIGURE 3.87 MESFET extrinsic model.
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FIGURE 3.88 MESFET package model.

Modified Materka—Kacprzak SP Check Model Figure 3.89 shows the intrinsic
model of the Materka FET. Table 3.21 lists its keywords:

Large-Signal Equations
Device equations

Vesi = intrinsic gate—source voltage
V4si = intrinsic drain—source voltage
V1 = voltage across Cgs and R;

Vedi = intrinsic gate—drain voltage
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TABLE 3.20 MESFET Nonlinear Model: Extrinsic Keywords

Keyword Description Unit Default
RG Gate bulk and ohmic resistance Q 0.0
RD Drain bulk and ohmic resistance Q 0.0
RS Source bulk and ohmic resistance Q 0.0
LG Gate lead inductance (metallization) H 0.0
LD Drain lead inductance (metallization) H 0.0
LS Source lead inductance (via) H 0.0
CDS Drain—source capacitance F 0.0
CDSD Low-frequency trapping capacitor F 0.0
RDSD Channel trapping resistance Q 00
CGE Gate—source electrode capacitance F 0.0
CDE Drain—source electrode capacitance F 0.0
CGDE Gate—drain electrode capacitance F 0.0
LGB Gate wirebond inductance H 0.0
LDB Drain wirebond inductance H 0.0
LSB Source wirebond inductance H 0.0
CGSB Gate bondpad to source capacitance F 0.0
CDSB Drain bondpad to source capacitance F 0.0
CGSP Gate-to-source package capacitance F 0.0
CDSP Drain-to-source package capacitance F 0.0
CGDP Gate-to-drain package capacitance F 0.0
ZGT Gate transmission line impedance Q 50
ZDT Drain transmission line impedance Q 50
ZST Source transmission line impedance Q 50
LGT Gate transmission line length for ¢, = 1 m 0.0
LDT Drain transmission line length for ¢, =1 m 0.0
LST Source transmission line length for ¢, = 1 m 0.0

oD

oS

FIGURE 3.89 Intrinsic model of modified Materka—Kacprzak MESFET.
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TABLE 3.21 Parameters for Materka Model

Keyword Description Unit  Default
Area, Noise and Name
AREA Area multiplier — 1.0
KFN Flicker noise coefficient (Materka model only) — 0
AF Flicker noise exponent — 1.0
FCP Flicker noise frequency shape factor — 1.0
Channel Current Model
IDSS Drain saturation current for Vgg = 0 A 0.1
VPO Pinchoff voltage for Vpg =0 \% -2.0
GAMA Voltage slope parameter of pinchoff voltage v-! 0.0
E Constant part of power law parameter — 2.0
KE Dependence of power law on Vg v-! 0.0
SL Slope of the Vs = 0 drain characteristic in the linear region AV 0.15
KG Drain dependence on Vg in the linear region v-! 0.0
SS Slope of the drain characteristic in the saturated region AV 0.0
T Channel transit time delay ] 0.0
1GO Diode saturation current A 0
AFAG Slope factor of forward diode current v-! 38.696
1BO Breakdown saturation current A 0
AFAB Slope factor of breakdown current v-! 0
VBC Breakdown voltage \" 00
GMAX Breakdown conductance AV 0
K1D Fitting parameter v-! 0
K2D Fitting parameter \Y 0
K3D Fitting parameter V? 0
R10 Intrinsic channel resistance for Vgg = 0 Q 0.0
KR Slope factor of intrinsic channel resistance v-! 0.0
Materka Capacitance Model
C10 Gate—source Schottky barrier capacitance for Vgg = 0 F 0.0
K1 Slope parameter of gate—source capacitance v-! 1.25
MGS Gate—source grading coefficient — 0.5
C1S Constant parasitic component of gate—source capacitance F 0.0
CFO Gate—drain feedback capacitance for Vgp =0 F 0.0
KF Slope parameter of gate—drain feedback capacitance v-! 1.25
MGD Gate—drain grading coefficient — 0.5
FCC Forward-bias depletion capacitance coefficient — 0.8

Note: The flicker noise parameter of the Materka model is KFN so as not to conflict with the KF parameter
in the capacitance model.

VT =k TJ/q (thermal voltage)
k = Boltzmann’s constant
q = electron charge

TJ = analysis temperature (K)
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Channel current

Vi Voot — T (E+KE Vi (1=T))
Ii; =IDSS (1 +SS—2L ) (1 — il =T
IDSS VPO + GAMA V,;
SL Vi
x tanh dot (3.204)
IDSS[1 — KG Vi (t — T)]
Diode
IBO exp[—AFAB(V,y; + VBC)]
MAX
Iea = Tgac — {tanh[K1D(V,y; — K2D)] — 1} (3.205)
X [Vgai + VBC = /(Veai + VBC)? + K3D]
where

Iyqc = IGO[exp(AFAG V41— 1) (3.206)
Channel resistance

~ [RI0(1 —KR V) KR Vi < 1.0
ki = {0 KR Vg > 1.0 (3.207)
Capacitance model
F\F
Cys = CGSO———2 + CGDO F3 (3.208)
T — Vioew/VBI
F\F
Ceq = CGSO———— 4+ CGDO F2 (3.209)
1 _ new
VBI
where
1 Vet — VT
F=-|1+ (3.210)
2 V(Vegr — VT)2 + 82
1 Vosi — Vias
F=-(1+ gsi — gdi (3.211)
2 VVesi = Veai)? + (1/ALFA)?
1 Vosi — Veui
B=-(1- gsi — 7ed (3.212)
2 \/(Vg‘v[ - ngi)2 + (1/ALFA)2
_ Al Al < Vmax
Vnew - {Vmax Al > Vmax (3213)
1
Ar=3 (veff F VT + (Vs — VT)? + 32) (3.214)
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1
Vet = > (Vgsi + Veai + \/(Vgsi — Veai)?* + (1/ALFA)2) (3.215)
VT = VPO 4+ GAMA Vi (3.216)
§=02 (3.217)

Some of the modifications to the Materka model have been done by CAD companies
under various Department of Defense contracts.

The most relevant equation is really the channel current. Its derivatives are largely
responsible for the accuracy of the intermodulation distortion (which favors the Angelov
model), power-added efficiency, and, of course, its dc /—V curves.

Besides having measured S parameters, it is useful to generate a linear equivalent
circuit from them in order to extend the frequency range for the device. Modern CAD
tools have a linear equivalent circuit similar to what we used in the bipolar transistor
case. Figure 3.90 shows such an equivalent circuit with the parameters entered to match
the measured data.

The curves in Figure 3.91 show very good agreement between measured and mod-
eled data based upon the equivalent circuit above for a Texas Instrument model TI
335-wm FET. The curves show Sij, Si2, S21, and Sy over a frequency range up
to 18 GHz.

It should be noticed that the same curves will be generated if the S parameters are
being generated from the large-signal model of the FET. The test circuit for this is
given in Figure 3.92.

Enhancement/Depletion FETs To make the designer’s life more difficult, it turns
out that there are two types of GaAsFETs:

1. Depletion FETs (DFETs) Most similar to the JFET; here V; must be negative
to control the device. They are the most commonly produced and are the FET type
most referred to in this book. On the one hand:

o They require a negative gate voltage with respect to the source.
o Self-bias allows operation from a single supply voltage.

On the other hand:

« For low-voltage operation, a negative voltage generator may be required.
e Supply voltage must be doubled to accommodate full-swing operation.

2. Enhancement FETs (EFETs) Most similar to the MOSFET; here V; must be
positive to bring life to the device. Practically speaking, EFETs are used mostly in
integrated circuits; they are typically not available in discrete, packaged form. On the
one hand:

e They need only positive supply for biasing.

¢ They provide higher g,,/mA (for the same device width)—5.1 mS versus 3.9 mS
at 8 mA.



MICROWAVE FET 163

FET - Fleld Effect Transistor Model

0.001 pF

Gds
0.002 0.03 pF

Package Model: <|3g|dp
[l
0.001 nH 0.001 pF
Zy Ly | Ly Leo | Zat Lot 0.002 nH
— L G ——1+—o
Gate TRL TRL Drain
n, N2
_ 0.0021 pF —L—
Cosp | 0001 PF €Ly, —|—Cdsp
0.001 pF 0.02 nH 0.03 pF
TRL| | Zg Let
0.002 nH
Source
N3

FIGURE 3.90 Texas Instruments 335-pm MESFET model.

o They are good for low-power LNAs, giving slightly better NF that DFETs, a NF
of better than 1 dB at 1 GHz, and 7;; < 10 mA.

On the other hand:

e They have a very limited gate bias range (Vgs between 0.15 and 0.7 V).
e The gate conduction degrades NF and input impedance.
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FIGURE 3.91 Plot of (a) Si1, (b) S12, (¢) S»1, and (d) Sy, for a Texas Instruments 335-pm

FET.

o The gate capacitance is higher than that of DFETs.
e The linearity is not as good as that of DFETSs, although this may be changing.

With today’s technologies, all GaAs devices are n-channel; we have not seen any
p-channels yet. More information about biasing will be given in the next chapter.



MICROWAVE FET 165

2.00 T1335umFET_sY 1——]
7 Im(S21)
1.50
> 1.00 \
0.50
0.00 LU I N N N A A N N N N N O B N N I B B |
-3.00 -250 -2.00 -150 -1.00 -0.50 0.00 0.50
Im (S31)
(o)
0.2
4 T1335umFET_sY1—0—]
i Im(S22)
0.0
02 /
> ]
-0.4
-0.6
_0-8 T T T T T T T T T T T T T T T T T T T T
0.4 0.5 0.6 0.7 0.8 0.9
Im (Sz2)

FIGURE 391 (continued)

(@

Figure 3.93 is a lumped-element, two-part equivalent circuit of a MESFET showing
the location of lumped-element components.

Small-Signal GaAs MESFET Model Figure 3.94 shows the applicable linear equiv-
alent circuit for a MESFET and Table 3.22 lists its keywords. As with the MOS
transistors, there is a GaAs dual-gate MOSFET available that is mostly used in special
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FIGURE 3.92 Texas Instruments 335-pwm simulation schematic.
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FIGURE 3.93 Location of lumped-element components for MESFET.
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FIGURE 3.94 Small-signal model of MESFET.

circuits, such as preamplifiers and mixers, whose IF has to be significantly higher than
the flicker corner frequency, for example, higher than 20 MHz.

The cross section of the GaAs MESFET is shown in Figure 3.95. The name MES-
FET has been adopted because of the similarity to MOSFET. In Figures 3.95 and later
in Figure 3.98, the electrons are drawn to the drain by a Vpg supply that accelerates
the carriers to the maximum drift velocity, vg = 2 x 107 cm/s. The reverse bias of the
Schottky barrier gate allows the width of the channel to be modulated at a microwave
frequency. Thus, the majority-carrier electrons are modulated by the input signal volt-
age applied across the input capacitance. Several interesting contrasts between the FET
and the bipolar transistor are summarized in Table 3.23.

The frequency limitation of the FET is due to the gate length, which should be as
short as possible. The frequency limits can be derived from the simplified hybrid-IT
model in Figure 3.96.
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TABLE 3.22 MESFET Nonlinear Parameters

Keyword Description Unit Default
G Transconductance at dc, G4 Q! —
CGS Gate—source capacitance F —
F 3-dB Rolloff frequency Hz 00
T Time delay S 0.0
TDS Drain—source time delay S 0.0
GGS Gate—source conductance Q! 0.0
CDG Drain—gate capacitance F 0.0
CDC Dipole layer capacitance F 0.0
CDS Drain—source capacitance F 0.0
GDS Drain—source conductance Q! 0.0
RI Channel resistance Q 0.0
RG Gate resistance Q 0.0
RD Drain resistance Q 0.0
RS Source resistance Q 0.0
CGE External gate capacitance F 0.0
CDE External drain capacitance F 0.0
LG Gate lead inductance H 0.0
LD Drain lead inductance H 0.0
LS Source lead inductance H 0.0
CGDE External gate—drain capacitance F 0.0
GDG Gate—drain conductance Q! 0.0
TJ Chip temperature K 298
Package Parasitics
LGB Gate wirebond inductance H 0.0
LDB Drain wirebond inductance H 0.0
LSB Source wirebond inductance H 0.0
CGSB Gate bondpad-to-source capacitance F 0.0
CDSB Drain bondpad-to-source capacitance F 0.0
CGSP Gate-to-source package capacitance F 0.0
CDSP Drain-to-source package capacitance F 0.0
CGDP Gate-to-drain package capacitance F 0.0
ZGT Gate transmission line impedance Q 50
ZDT Drain transmission line impedance Q 50
ZST Source transmission line impedance Q 50
LGT Gate transmission line length for ¢, = 1 m 0.0
LDT Drain transmission line length for ¢, = 1 m 0.0
LST Source transmission line length for &, = 1 m 0.0
FC Corner frequency of flicker (1/f) noise” Hz 10 MHz
FCP Shape factor of the 1/f noise response 1.0
Label User-defined term that refers to temperature coefficient

“The transconductance of this model may be approximately described by

where w = 2 f, f = frequency and F' is 3-dB rolloff frequency.
bThe flicker noise frequency dependence is given by 1/(f/F,

e*jmT

gm =G—F—F77
L+ jf/Fp

)FCP_
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FIGURE 3.95 GaAs MESFET cross section.

TABLE 3.23 Characteristics of Bipolar Transistor MESFET

169

Common-Emitter Common-Source
Property Bipolar MESFET
Geometry Vertical Horizontal
Modulation Base current Gate voltage
Control signal Current Voltage
Frequency limitation Base length Gate length
Low-frequency transconductance High Low

For the simplified model, the short-circuit current gain is

Tow — 8move

Ly I
Vi

R.+1/joCy

hy =

Iin =

At low frequencies,

1

Iin Vinja)cgs =~ ijngS
8mo

hy >~
JoCos

i gmo 1
lhy| = = = 0

f 2nCy f
Thus the frequency where the short-circuit current gain becomes unity is

_ &m0
27 Cy

fi

(3.218)

(3.219)

(3.220)

(3.221)

(3.222)

(3.223)
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FIGURE 3.96 GaAs MESFET small-signal model (AT-8251): (a) complete model; (b) simple

model; (c) simplified model, Vps =5V,

which is an important figure of merit for the GaAs MESFET. The unilateral gain of

()

Z =500 pm; Ips =50 mA, Lg = 0.3 pm.

the FET may be simply calculated from the y parameters in Figure 3.96:

Y

Y21 = &m0

" Re+1/jCy

1

(3.224)

(3.225)
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y22 =1/Ry + jwCy (3.226)

yi2=0 (3.227)
2

[y21l (3.228)

~ 4Re(yi)) Re(yz)

11 0 \> R
U=—— 8mo Ko
4 f2\27C, ) R,

= (fmax/ )’ (3.229)
Thus fiax 1 given by
fi | Ro
max — A1/ 7 3.230
Ji VR ( )

A high-gain FET requires a high f;, a high output resistance, a low input resistance,
and minimum parasitic elements. Under normal bias conditions the device is biased
for maximum drift velocity of the electron carriers (about 3 kV/cm), so we have

_ 8Em0 _ 1 _ Us
- 2nC, 27T 27,

fi (3.231)

This equation shows the importance of short gate length Lg. Another interesting
figure of merit for the FET is the g,,0 per unit gate periphery (Z), given by

c., =4 _ L (3.232)
s = —— = €& .
8 d d
Vs Cy vl

_ Ve 3233
&m0 Lg d ( )
mo _ B8 (3.234)
Z  d

For a typical (Z = 500-wm gate) FET, this parameter is

gmo _ 2x 107 cm/s 107"2F/cm
z 0.13 pm
= 150 nS/pum = 150 mS/mm

8mo 2= 150 x 0.50 =75 mS

which is in good agreement with measurements. Scaling the device larger in Z increases
the transconductance, but the f; and gain remain constant with scaling if parasitics are
negligible. The g,,0 is about a factor of 6 higher than a silicon MOSFET [3.2, 3.4]
with an oxide thickness of 650 A.

The velocity saturating effect of the GaAs MESFET has several interesting conse-
quences. Referring to Figure 3.97, we see that the channel can be considered to be two
regions: a low-field region with a constant number of carriers and a high-field region
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FIGURE 3.97 GaAs MESFET at high electric field. (From Ref. 3.59 © IEEE 1976.)

with a “constant” velocity, which is discussed later. Since the current continuity is
required,

Ips/A = gn(x)v(x) (3.235)

where

n(X)max = Np V(X)max = Vsat = Vs

the number of carriers must increase above Np in region II. This causes an electron
accumulation at the drain edge of the channel followed by an electron depletion. In
effect, a charge dipole occurs at the drain edge of the channel, which is a very small
capacitive effect in the model (~0.05 pF in Fig. 3.96).

In GaAs, the electron carriers will slow down at an electric field greater than
3 kV/cm. The electrons move from a high-mobility state to a low-mobility state in
about 1 ps, and thus the velocity of the carriers reaches a peak and slows down in the
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FIGURE 3.98 Equilibrium electron drift velocity versus electric field.

middle of the channel. The velocity versus electric field of GaAs and silicon is shown
in Figure 3.98. The change in velocity of the carriers in GaAs is the cause of the Gunn
effect in Gunn diodes or TEOs (transfer electron oscillators).

In short-channel devices (less than 3 wm), a nonequilibrium velocity field char-
acteristic must be considered. When the electrons enter the high-field region, they
are accelerated to a higher velocity. This effect can cause peak velocities of about
4 x 107 cm/s, which relax to 1 x 107 cm/s after traveling about 0.5 pm. The over-
shoot in velocity reduces the transit time and shifts the dipole charge to the right of
the channel.

An estimate of the drain current /pgg can be made using (3.235). For a small-signal
GaAs MESFET with

Np ~2 x 10" ¢cm™3
Veat = 2 X 107 cm/s

A=Z(— d)= Z(0.03)(107%) cm?

I

% = gNpvge = 1.6 x 107" x 2 x 10" x 2 x 10" = 6.4 x 10°A/cm?
Ipss

= = (03)(6.4) A/em > 200 mA/mm

which is in good agreement with measurements.

The high-frequency gain of the GaAs MESFET is maximized by achieving the
minimum gate length without introducing excessive device parasitics. Computer studies
have shown that the R series gate resistance increases and R, decreases as the gate
length is shortened. The practical limit is Lg/t > 1, which implies a thin channel and
therefore higher channel doping. As a result of breakdown considerations, the maximum
channel doping is 4 x 107 cm~3, and about 2 x 10'7 cm™ in practical devices. Thus
modern 0.3-pm gate GaAs MESFETs are probably within a factor of 3 of the highest
Jfmax that can be achieved from the present device structure.
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Evaluating f,.x for the device shown in Figure 3.96 gives

0.075

= " 20 GH

1= 3 0.60) z
20 /180

fmax = 7 —35 =72 GHz

These frequencies are typical of modern 0.3-um GaAs MESFETS.

The small-signal models of several GaAs MESFET chips are given in Table 3.24.
The perimeter of the transistor will determine the output power capability and the
maximum frequency of broadband gain. The low-frequency (LF) broadband gain is
given by

S21(LF) = —2g,Zo (3.236)

which indicates that high gain requires a large gate perimeter for a large transconduc-
tance. The smaller perimeter devices provide more gain at higher frequency because
the gate fingers are shorter (less phase shift) and the input capacitance C,, is smaller.

The selection of a low-noise transistor is also based on the transistor perimeter.
Above 12 GHz, a gate perimeter less than 250 pm is needed for a minimum noise
figure [3.81] and high gain. At 4 GHz, a 500-pum perimeter is recommended and at
2 GHz a 750-pm perimeter would usually give best noise figure and gain performance.

The dual-gate GaAs MESFET is simply two adjacent gates with a cascade con-
nection normally used [common source (CS) followed by common gate (CG)]. The
cross section in Figure 3.99 is typical of the dual-gate transistor. The second gate can
be used for automatic gain control (AGC) by varying the dc voltage at gate 2. As an
amplifier, the dual-gate FET has higher gain with gate 2 RF grounded.

The dual-gate FET is also called a cascode [3.82] from the vacuum-tube proto-
type. From investigation of two device pairs with nine possibilities, the CS (cathode)
CG (grid) combination was found to have the lowest noise figure and was given the
name cascode, which has continued to be used for the bipolar common-emitter and
common-base pair, the FET common-source and common-gate pair, and the dual-gate
GaAs MESFET, where the second gate is assumed to be at RF ground in the cascode
connection. Since this device is simple to dc bias and has a low noise figure with

TABLE 3.24 GaAs MESFET Chip Models from Avantek

Name Lg Ld LS R(- Rg RS Rds Cgs ng Cds 8mo Z
and Bins (mH) (mH) (mH) (@) (@) @) @ EH EFH @EFH @mS) (um)

AT-10600, Z =250 pm
3V,10mA 06 0.7 015 2 5 5 275 0.16 0.03 0.06 27 250
5V,30mA 06 07 015 2 5 5 275 026 0.015 0.06 42 250
AT-8251, Z =500 pum
3V,20mA 04 07 015 2 25 1 150 0.36 0.07 0.16 48 500
5V,50mA 04 07 015 1 2 0.5 180 0.60 0.06 0.08 75 500
AT-8111, Z =750 pm
3V,20mA 04 05 015 15 15 1 180 0.70 0.10 0.14 68 750
5V,80mA 04 05 015 1 1 0.5 180 1.2 0.08 0.15 115 750
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FIGURE 3.99 Dual-gate GaAs MESFET cross section.

high gain, it continues to be useful for many amplifier applications. In addition, the
dual-gate FET can be used for mixers, multipliers, AGC amplifiers, and oscillators.

The dual-gate FET has an S; similar to the common-source FET, an S;; similar to
the common-gate FET, a very low Sj, which is given by

S S
b= (512)1(S12)2 ~ (3.237)
1 — (822)1(S11)2
and a high S, given approximately by
S S
Sy = (521)1(521)2 (3.238)
1 = (822)1(S11)2
The effective transductance is given by
g = yoy = —(201021)2 o (3.239)

221+ )2

In dual-gate amplifier or oscillator applications, the two-port S parameters can be used
in the same manner as the single-gate GaAs FET; usually, the second gate is at RF
ground for this two-port measurement.

Low-Frequency Noise For the FET, the low-frequency equivalent circuit is given
in Figure 3.100. The noise is caused by traps in the gate-channel depletion layer [3.83],
traps in the substrate, and possibly surface states created by the passivation [3.84].
Much higher 1/f noise occurs in MOSFETs because of the traps in the oxide [3.85].
The noise power referred to the input becomes

P, ~¢e2/200 = Py/G  (r; =0) (3.240)

Since the noise is voltage noise, the data are usually plotted in dBV/+/Hz (Figure 3.101).

Both sets of data have been plotted as noise power in Figure 3.102 to demonstrate
the superior, much lower, corner frequency for the silicon bipolar transistor. These
data are representative of microwave transistor noise at low frequencies but are very
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FIGURE 3.101 Equivalent input noise voltage versus frequency for AT-10600 GaAs MESFET
at Vps =3 V, Ip = 40 mA [3.48].

dependent on the process for making the transistors. As improvements are found, the
corner frequencies should continue to decrease.

Note that straight-line approximations of device low-frequency noise are rarely accu-
rate. Since most of the observed noise is due to discrete traps (which have a noise
spectrum like a first-order low-pass filter), the device noise spectrum varies about the
1/f line. As MESFETs are cooled, the discrete trap frequencies are more apparent.

Finally, to summarize the noise performance of GaAs MESFETs and silicon bipo-
lar transistors, the minimum noise figure of these transistors has been plotted in
Figure 3.103 for room temperature. The GaAs MESFETs will dominate the microwave

region, but silicon bipolars will continue to find applications, especially for low-noise
oscillators.

3.5.3 HEMT

By using heterojunction semiconductor material, AlGaAs interfacing with GaAs, a
new field-effect microwave semiconductor device can be manufactured with superior
microwave performance. This device is the MODFET, which is also called a HEMT,
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a SDHT (selectively doped heterostructure transistor), or a TEGFET (two-dimensional
electron gas FET); the cross section of this transistor is given in Figure 3.104 [3.86].

The basic properties of the heterojunction can be understood from the difference
in energy gap between the two materials, which causes band bending, resulting in an
electron gas with high electron mobility in the undoped GaAs provided by the donors
in the AlGaAs. The band bending results in a quantum well where a large population
of electrons forms a two-dimensional gas which can easily be modulated by the gate
voltage. This is analogous to an n-channel MOSFET, where the number of conduction
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FIGURE 3.104 HEMT structure.

electrons in the channel is controlled by the gate voltage. Since the band bending forces
the electrons to be resident in the undoped GaAs layer, the electrons exhibit a very
high mobility and high v; even at room temperature, which accounts for the superior
microwave performance.

The structure of the MODFET can be explained by treating the region beneath the
gate metal and the GaAs buffer layer (Fig. 3.104). If the width of the n™ AlGaAs donor
layer is very thin (~250 A), the depletion layer below the Schottky gate metal will
extend into the undoped GaAs electron gas and interrupt the electron gas; this gives an
enhancement-mode FET, since no channel flows if Vg = 0 (a positive Vs is needed).
If the n* AlGaAs donor layer is thicker (~500 A), the depletion region only reaches
the undoped AlGaAs layer, which is also depleted; this gives a depletion-mode FET.
The voltage Vs will modulate the population of electrons in the quantum well and
therefore the Ipg of the FET. Since the electrons travel in an undoped GaAs region
with few ionized donors, the mobility and v are larger for this structure compared to
a normal GaAs FET with Np ~ 107 cm™3.

The output power of this structure is limited by the sheet carrier concentration of
about 10'? electrons/cm?, which limits the maximum output current. A technique for
raising the sheet concentration is the use of multiple heterojunctions to form series
superlattice structures. As an example, a four-layer MODFET gave about three times
the output power of the comparable single-layer MODFET at 10 GHz [3.87].

Table 3.25 shows the optimum operation points of bipolar and MESFETs for low
noise, high gain class B operation Figure 3.105 shows the PC characteristics of bipolar
Transistors and FETS.

3.5.4 Foundry Services

In Chapter 2 we gave an overview of the passive components found in planar circuits,
specifically, used on GaAs or other substrate material. In this chapter we have dealt
with active three-terminal devices, both bipolar and field-effect transistors.
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Application

Si Bipolar
(AT-41400)

GaAs MESFET(Ipss = 100 mA)
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Low noise
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High output power
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VCE =38 vV, ICE =10 mA
VCE =38 V, ICE =50 mA
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&)

(b) GaAs MESFET (AT-8251).

The dc characteristics of (a) a silicon bipolar transistor (AT-41400) and

In designing a microwave circuit, which will be built on a material such as GaAs,
one needs to go to a GaAs alternative silicon or silicon germanium foundry. The
foundries seem to be very secretive about their information, and the first experience
with a foundry is a shock because one needs to sign a nondisclosure agreement and
pay up to $5000 to obtain a foundry manual. These foundry manuals are somewhat
unique to each foundry and vary. The foundry supplies information about passive and
active structures as well as interconnect information. The following is an example of
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a foundry manual which was put together from information from various foundries. It
does not apply to a particular foundry but is generic in its contents. In the area of passive
components, typically a variety of inductor cells are recommended: the same applies
to spiral inductors/rectangular inductors and interconnect components such as bends,
tees, crosses, and other components as outlined in Chapter 2 and further described in
Chapter 13.

Example: Foundry Design Manual
1.0 Technology Overview
1.1 Typical Applications
1.2 Components
1.2.1 Transistors
1.2.2  Diodes
1.2.3 Resistors
1.2.4 MIM capacitors
1.2.5 Inductors and other metal structures
1.3 Interconnects
1.4 Substrate Vias
1.5 Chip and Reticle Dimensions
1.5.1 Chip thickness
1.5.2  Chip size and orientation
1.5.3 Reticle size
1.6 Process Control Monitor Size and Placement
2.0 Design Layout Rules
2.1 Process Flow and Mask Level Description
2.1.1 Step 1: Defining active areas
2.1.2  Step 2: Active device contacts
2.1.3  Step 3: Metal O interconnect
2.1.4  Step 4: MIM capacitor
2.1.5 Step 5: First-layer interlayer dielectric
2.1.6  Step 6: Metal 1 interconnect
2.1.7 Step 7: Metal 2 interconnect
2.2 Layout Definitions
2.2.1 Intrusion: inclusion; extension; exclusion
2.2.2 Closed structures
2.2.3 Layer-to-layer contacts
2.2.4 Labeling
2.3 Circuit Element Layout Rules
2.3.1 Heterojunction bipolar transistors
2.3.2 Bias heterojunction bipolar transistor
2.3.3 Gate contacts
2.3.4 Single-Gate MESFETs
2.3.5 Double-Gate MESFETs
2.3.6 Single-Gate MESFETs with merged drain and/or source
2.3.7 Overlap Schottky diodes
2.3.8 Implanted resistors
2.3.9 NiCr thin-film resistors
2.3.10 Spiral inductors
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5.0
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2.5

2.6
2.7

2.8

29
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2.3.11 MIM capacitors

Circuit Element Placement
Interconnect Design Rules

2.5.1 Interconnect layer stacking
2.5.2 Interconnect feature dimensions
2.5.3 Interconnect feature inclusions
2.5.4 Interconnect feature exclusions
2.5.5 General circuit layer intersection restrictions
Test/Bond Pads

Substrate Vias (Optional)

2.7.1 Substrate via target design rules
2.7.2 Substrate via spacing design rules
Saw Streets/Die Layout Rules

2.8.1 Width

2.8.2 Layout layer/data structures
2.8.3 ““Zippers”

2.8.4 Die size definition

2.8.5 Die data structure location
Suggested Design Practices

2.9.1 Devices

2.9.2 Interconnects

2.9.3 Miscellaneous guidelines

Electrical Design Rules

3.1
3.2

FET Maximum Ratings
Diode Maximum Ratings (n+ Overlap Diodes)

3.3 Maximum Current Densities

3.4 Nominal Temperature Coefficients
3.5 Maximum Voltage Ratings

PCM Data

4.1 PCM Guarantees

4.2 PCM Reports

Models

5.1 Naming Conventions

52
5.3

54

5.5

5.6

5.1.1 FET names

5.1.2 Diode names

Linear GaAs MESFET Model
Nonlinear Device Model

5.3.1 Transistor models
5.3.2 Diode models

Noise Data

5.4.1 FET noise analysis
5.4.2 HBT noise analysis
Device Model Error Analysis
5.5.1 S-Parameter errors
5.5.2 dc Measured versus modeled with £1 sigma error bars
Passive Devices

5.6.1 Resistors

5.6.2 MIM capacitors

181
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5.6.3 Inductor model
5.6.4 Metal interconnect and circuit parasitics
5.6.5 Substrate via holes
5.7 Miscellaneous Design Advice
6.0 Device Library
6.1 Device Nomenclature
6.2 Using the Device Library
6.3 Design Rule Check
7.0 Computer-Aided Design
7.1 Supported Programs
7.2 CAD Applications
7.3 CAD Models Unique for the Foundry
8.0 Design Examples
8.1 Active and Passive Elements
8.2 Active Device Models
8.3 Amplifier Design
8.4 Mixer Design
8.5 Oscillator Design
8.6 HBT RFIC Technology

Example for the Use of the Foundry The examples in Figures 3.106 and 3.107
are simple cases for foundry use and have been done with the TriQuint Foundry service.
Figure 3.106 shows the layout of a simple LO medium-power amplifier. The input is

FIGURE 3.106 Layout of Star Mixer with four FETs switching to ground. The left lower
corner contains the local oscillator (LO) amplifier. The RF input occurs in the middle of the
transformer on the left, and because of a very low IF frequency, a huge transformer, as shown
on the right, is needed. It may be a better decision to use an external transformer, but this was
an experiment, again built around the TriQuint Foundry, to evaluate the mixer performance.
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FIGURE 3.107 MMIC for star mixer using TriQuint foundry.

50 ; the output will drive the double-balanced mixer. The input of the amplifier is
on the top. The center pad is the RF input, and the pads left and right are at ground.
The signal travels via a capacitor to the gate, which is grounded via a rectangular
inductor and a small resistor. On the drain side, we have a similar inductor as an RF
choke. The output is grounded via a larger capacitor. The drain voltage is applied to
the square pad. The output from the drain is also available via a capacitor and a similar
output terminal with two grounds. It is noteworthy to look at the sizes. The inductors
determine most of the space followed by one large capacitor and the transistor. Since
the cost is determined by the surface area, higher frequencies would mean lower cost.

As outlined above, there are much more complex foundry models and interconnects
available. Some of them were described in Chapter 2, and the following chapters will
show their application.
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PROBLEMS

3.1 Using a bipolar low-frequency hybrid-IT model, show that the 50-Q2 gain is

—2 Zogm"x

Sy (LF) = —— 208m’m
2 (LF) o+ e+ Zo

Y
m § vn q> EmUn RL =12

Estimate this gain for the AT-41400 model in decibels.
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3.2 From a low-frequency model of the GaAs FET, show that the 50-Q2 gain is

$21(LF) = —2g,Zy

(D

)gmvin Ry = Z¢

Uin

(Note: For an open-circuit line, |vi,| = 2| E,|.) Estimate this gain for the transistors
given in Table 3.15 at the high gain bias in decibels.

3.3 Derive the S parameters of the following FET model (omiting Lg, Ly, Lg) for
7y =0at f =4 GHz:

150 0.02 pF
o AWV —¢ o
N
=7 06 pF (5 Emive 500 © =L 0.10 pF
O -0

gm = 0.04 S



CHAPTER 4

TWO-PORT NETWORKS

4.1 INTRODUCTION

This chapter describes some of the tools needed for RF/microwave design, includ-
ing two-port parameters, the three-port parameters, the four-port parameters required
for differential two-port S parameters, the noise parameters, the power gains for a
two-port, and the properties of twisted-wire pairs for circuit design. The dc biasing
of amplifiers or oscillators is described at the beginning of Chapter 8. Small signal
implies the ac signals are much smaller than the dc bias parameters, so linear two-port
parameters such as S parameters may be used for the design. Linear implies that if
the input power doubles, the output power doubles, that is, the gain is constant with
input power level. Eventually a nonlinear analysis is needed to evaluate the large-
signal performance of the circuit, which must saturate at some output power level. The
temperature effects of the small-signal design must also be evaluated in the linear and
nonlinear modes.

The basic small-signal two-port design of amplifiers and oscillators is shown in
Figure 4.1 [4.1], which will be explained in detail further in this chapter. Basically,
the amplifier is simultaneously matched at both ports if this is possible, that is if
k > 1, the stability factor. If k < 1, where k will be defined in Eq. (4.7), an amplifier
design is still possible, but the location of I'¢ and ') must be located in the stable
regions, as determined by stability circles [4.1]. In other words, the input and output
ports may be mismatched, but the gain is still very good. The oscillator uses the
same transistors mounted in a configuration where k < 1. Then the circuit is resonated
at one port (M3) and matched for oscillation at the other port (My). Further details
will follow.

Microwave Circuit Design Using Linear and Nonlinear Techniques, Second Edition
by Vendelin, Pavio and Rohde
Copyright © 2005 John Wiley & Sons, Inc.
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4.2 TWO-PORT PARAMETERS

A two-port network may be characterized by several equivalent parameter sets given in
Table 4.1. A particular set may be more useful, depending on the interconnections of the
two-ports. For example, if the two-ports are cascaded as a chain, the ABCD matrix is the
simplest representation of the total circuit. Designers frequently use ABCD parameters
for passive networks and S parameters for active components. The Z parameters are
used when two-ports are put in series, for example, common-lead inductance of a
transistor. The Y parameters are used when two-ports are put in parallel, for example,
a parallel capacitance from base to collector. The hybrid, or H, parameters (named
hybrid since the units of each parameter are different) are used for transistors since /5
is a good representation of the current gain of a BJT, o = 0.99 for a typical microwave
common-base (CB) transistor, and 8 = 100 for a typical microwave common-emitter
transistor. The frequency where |h;;| = 1 for the common emitter (CE) or common
source (CS) transistor is the ft of the transistor, an important figure-of-merit. The data
sheets usually give the CE or CS S parameters versus bias and frequency from a
calibrated network analyzer, since this configuration gives the highest gain and best
stability. A plot of CE current gain versus frequency is given in Figure 4.2 for a typical
common-emitter BJT; similar plots are possible for FETs.

An example of the application of ABCD parameters to passive networks is the design
of resistive tee attenuators, as shown in Figure 4.3. The ABCD matrix for this circuit

Generator My Two- M, My Two- My
lossless port lossless Load |lossless port lossless Load
match transistor| match resonator| [transistor match
Amplifier Oscillator

FIGURE 4.1 Amplifier and oscillator diagrams.

|h212
A fB
20dB

6dB/Octave
10dB

i

»

0dB ' >
50 MHz 10 GHz

FIGURE 4.2 |hy]| versus f for CE BJT versus frequency.
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FIGURE 4.3 Resistive tee attenuator.

is given by [4.2] Figure 4.3:

R
R, 1 0 R, a1
A Bl_|1 2 1 =1 1+R2
c |~ R B O 171 2z
0 1 R 0 1 0
Ry

In order for S1;, =0, A+ B/Zy=C/Yy+ D, so

Ry 1= (Ri/Zy)’

Zo LR
Zy

The attenuation is simply given by (see Table 4.2)
Ly =10log|C+ D>  (dB)
which reduces to

1+ R/Z
o= (7

Zy

R2Zo

.1

4.2)

4.3)

(4.4)

Defining a voltage loss ratio Vi = antilog(L7/20) = 10£7/20 we restate the above

equation as
Ry Vg—1

Zo  Ve+1

4.5)

This is the final result, and typical values which follow from this analysis are summa-

rized in Table 4.2 for some useful attenuators.

TABLE 4.2 Normalized Resistors for Tee

Attenuator
Lt (dB) Vg Ri/Zo R2/Zy
0 1 0 o0
3 1.41 0.17 2.86
6 2 0.33 1.33
10 3.16 0.52 0.70

20 10 0.82 0.20
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Returning to active two-ports, the block diagram of two-port oscillators and ampli-
fiers was given in Figure 4.1. Both circuits deliver power to the 50-2 load. The
transistor must be dc biased at the recommended operating point where the S param-
eters are known. When the stability factor k is greater than unity, the ports may be
simultaneously matched to the 50-2 generator and load for the maximum available
gain G, [4.1]:

S
Ga = || [k — (k2 — D'/ (4.6)
Si2
1+ |D]? = |Si > = |S»)?
I — + DI — [S11]7 — |S2] @7
PANTINE
D = 81180 — $21512 4.8)

A necessary and sufficient condition for unconditional stability is k < 1 and |D| > 1,
where the second condition is almost always satisfied, so it is usually assumed to be
true. If k is less than unity, amplifier design is still possible, but the generator and load
impedances seen by the active transistor must be in the stable regions [4.1]. The gain
is approximately the maximum stable gain

S

Gms - 512

4.9)

The maximum stable gain is defined as the gain you would obtain if you add resistors
to the network to make k = 1 and then simultaneously match both ports. In practice,
it is not necessary to add resistance to the network since this will lower the gain. The
G is simply a goal that is possible to achieve when k < 1.

If the amplifier is a LNA, the input matching circuit is designed to provide I',,; for a
high-power amplifier (HPA), the output circuit is designed to provide I',,. The designs
of these two types of amplifiers are duals of each other, as will be discussed later.

4.3 S PARAMETERS

While passive circuits are usually described by the ABCD matrices, the active tran-
sistors are usually described by the two-port or three-port S parameters, which are
defined by

by = Snar+Snax by = Sna1 + Snay (4.10)
by = Snai + Sinaz + Siza3
by = Sa1a1 + Snax + Sxaz (4.11)
by = Ss1a1 + Sxnaz + S33az

as a function of bias, frequency, and temperature. The waves a;, by, ... are defined
such that

|ai|* = Pinei (4.12)
1b1]* = Prent (4.13)
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where Py, is the incident power at port 1 and Py is the reflected power at port 1, so

Vinc] 1/2

a, = (W12 (4.14)
v Zo
Vrefl 1/2

by = (W12 (4.15)
V2o

These waves a; and b; are root-mean-square (rms) voltages normalized by VZ,. The
parameters S;; and Sy, are the reflection coefficients with the opposite port terminated
in Zy (usually 50 €2). The parameters S,; and S, are the forward and reverse 50-Q2
transducer gains, which will be discussed further below. Notice the voltages are rms
values, whereas most transmission line books have them as peak voltages.

4.4 S PARAMETERS FROM SPICE ANALYSIS

Using any SPICE (Semiconductor Processing with IC Emphasis) program (e.g.,
PSPICE), it is a simple task to generate the S parameters of an active transistor using
the diagram in Figure 4.4 [4.3]. Using two 1-V generators, Sy, is simply V, and Sy; is
simply Vjo. The analysis is the following:

2V, — Vi = Zo 1, (4.16)
Vio= Vi — V, (4.17)
Vo= —Zyplh (4.18)
Vi+ Zo 1) V,
a, = P = i/ 4.19)
ol 01
Vi—Zo 1 Vio
b= = (4.20)
o1 0l
Vo —Zoplr
02
Vi
Vo
I4 I
Z01 202
Vio

vy l
Vs

Vg /47 A

FIGURE 4.4 S parameters from SPICE analysis.
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s b Vi

p=2 e (4.22)
a Ve
b %

Syp=—=— (4.23)

ar Vo(Zo1/Zpp)'?
This analysis may be extended to any number of ports, where, for example,

V3

Sy =
! Vo(Zor/ Zop3)'/?

(4.24)

Since many design problems may be solved using a SPICE engine, it is very useful
to check the S parameters as soon as possible using this simple derivation in order to
verify the validity of the nonlinear device model used by SPICE.

4.5 STABILITY
The stability of an active two-port may be viewed from at least three points of view:

1. In the I'; plane, what values of I'; give |S],| > 1?
2. In the S, plane, where does |T'z| = 1 plot?

3. If both ports are simultaneously matched so S{, = I'j; and S, = I';], the resistive
portion of the terminations are positive.

This concept is often plotted in the I'¢ and I'; planes of the transistor, with stability
circles marking the boundary k = 1. A stability factor [Eq. (4.7)] of k < 1 may be either
an amplifier or an oscillator, which have different requirements. For an oscillator, the
dc power is converted to RF power at the load; there is no RF generator. The RF
power is started as random noise, which quickly builds up in a resonator circuit to the
final steady-state output power. The resonator may be placed at either port; the load is
always at the opposite port. The load circuit is designed (after the input is resonated)
to satisfy either

ryS, =1 (4.25)

or
TS|, =1 (4.26)

which are equivalent requirements. If either equation above is satisfied, the other one
is automatically satisfied [4.1]. In other words, if oscillation occurs at the input, it also
occurs at the output. An oscillator is a one-port, where the port is terminated by a
50-2 load.

For amplifier design, when high gain is required where k < 1, we often refer to G,
as the desired gain. This is the gain you would achieve if the two-port is resistively
loaded to give k = 1 and the two-port is simultaneously matched with lossless matching
networks. This is only a concept, and it is not necessarily the method used to design the
amplifier, since a gain greater than G,,; may be obtained. Notice all passive networks
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L_StabCircle1

A2.500 GHz

S_StabCircle1

Outside stable

indep (S_StabCircle1) (0.000 to 51.000)
FIGURE 4.5 Stability circles at 2 to 4 GHz for Agilent ATF34143 PHEMT.

(with R = 0) have k = 1; negative resistors have k < 1, which is sometimes used to
model oscillators.

Smith charts (which will be discussed in Chapter 5 and simply represent all
impedances with positive and negative R) are used for describing the locations of
stable and unstable terminations. An example for an 800-pum Agilent PHEMT is given
in Figure 4.5 for the suggested bias point of V; =4 V and I;; = 60 mA over the
frequency range 2 to 4 GHz. Both depletion- and enhancement-mode PHEMTs are
available from Agilent (see Table 4.3). At low frequencies, k will usually be less than
unity, so we must design the amplifier for stability at all frequencies:

1. Below the band
2. In the band
3. Above the band
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TABLE 4.3 Agilent PHEMTs
Part No. Type Size (Lm) Suggested Bias Application
ATF-541M4 Enhancement 800 3V, 60 mA Low noise
ATF-551M4 Enhancement 400 2.7 V, 10 mA Low noise
ATF-34143 Enhancement 800 4 V, 60 mA IP3, low noise
4 V, 20 mA
ATF-35143 Enhancement 400 4 V, 30 mA IP3, low noise
4V, 10 mA
ATF-36163 Depletion 200 2 V, 15 mA Low noise

Short-circuited stubs may help satisfy this requirement at low frequencies where sta-
bility is usually more difficult, in addition to contributing to the matching circuit and
the dc bias circuit.

Using the ATF34143 800-uwm enhancement-mode PHEMT, a 3-GHz lumped-
element amplifier designed for about G,, = 18.1 dB is given in Figure 4.6. The
elements were tuned for S,; = 18.2 dB and S;; and S5, low, about 0.5 or less. Then the
terminations I'g and I';, were checked against the stability circles given in Figure 4.5,
which is shown in Figure 4.7 to be in the stable region for I'; but in the unstable
region for I'g, using Table 4.4. As the gain is increased even further, the S;; and

Term
Term1
Num=1
Z=50 Ohm

StabFact

StabFact
StabFact1

StabFact1=stab_fact(S)

Term
Term2
Num=2
Z=50 Ohm

sp_hp_ATF-34143_5_19990129 ~
X SNP1

- Bias="phemt: Vds=4V |d=60mA"
Frequency="{0.50 - 18.00} GHz"

L

’!l_' oy S-PARAMETERS
3

S_Param

SP1

Start=2.0 GHz
Stop=4.0 GHz
Step=0.1 GHz

(a

2

SStabCircle

S_StabCircle
S_StabCircle
S_StabCircle1
_circle(S,51)

2

LStabCircle

L_StabCircle
L_StabCircle1
L_StabCirclet1
_circle(S,51)

=s_stab

=|_stab

FIGURE 4.6 A 3-GHz amplifier using ATF34143 PHEMT.
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FIGURE 4.6 (continued)

TABLE 4.4 S Parameters for ATF34143 PHEMT at
4V, 60 mA

S11 =0.67 < —168 k =0.746
S, =0.083 < 15

Sz] = 5.345 < 60

522 =0.19 < —171

S» parameters of the matching circuits will come closer to the unstable region and
eventually become unstable; thus G,,; = 18.1 dB or slightly less is a reasonable choice
for gain when k < 1. A similar design using 400-pwm enhancement-mode PHEMTs is
also given in Chapter 8.

4.6 POWER GAINS, VOLTAGE GAIN, AND CURRENT GAIN

4.6.1 Power Gain

There are nine (or more) definitions of power gain tabulated in Table 4.5. The smallest
gain is simply the 50-Q transducer gain |S,;|?, where no matching circuits are used.
The highest gain is Mason’s unilateral power gain [4.4, 4.5], where the S-parameter
matrix has been reduced to three zeros and U < 6,,:

S = 0 0 4.27
=l o ol @27
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A Term L C 1 Term
Term1 L1 Cc2 Term2
Num=1 L=1.9nH C=1.8 pF Num=2
Z=50 Ohm R= Z=50 Ohm

= I =

E"fl““ S-PARAMETERS
)
S_Param
SP1
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Stop=10.0 GHz
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DisplyTemplate
Temp | disptemp1
"S_Params_Quad_dB_Smith"
(a)

Stable

m1

freq=3.000 GHz

S (1,1)=0.615/146.910
impedance = Z0 * (0.258 +j0.279)

S(1,1)

freq(1.000 GHz to 10.00 GHz)
I'g of transistor

(b)
FIGURE 4.7 Stability check for 3-GHz amplifier.

by lossless feedback and matching. It is of interest to note that the unilateral gain is
invariant to common lead, that is, Ucg = Ucp = Ucc. In practice, we rarely design
for unilateral gain, since it is a narrow band (about 10% 3-dB gain bandwidth) and
very sensitive to the accuracy of the S parameters, especially S;,, which is very small;
even more important, the overall stability of a unilateral amplifier is difficult to achieve
at all frequencies. The frequency where |U| =1 is the fax of the transistor, another
useful figure of merit for the transistor. We rarely build amplifiers with this much gain;
it is only a useful concept often quoted by the device manufacturer. A more complete
discussion of unilateral gain and other types of lossless feedback amplifiers is found
in Chapter 8. High-gain amplifiers (with k > 1) will have an S parameter set of

_ 0 (Gmar)@
Sma = |:(Gma)1/2@ 0 :| (428)
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Gamma_L vs Frequency
(d)
FIGURE 4.7 (continued)
where
S
Guar = | | k= & = D' (4.29)
21

If £ < 1 the zeros for S;; and S, are not possible but the coefficients may be small.

Since Eqs (4.27) and (4.28) contain phase angles, it is of interest to calculate these
angles, which is a straightforward application of S-parameter analysis [4.6]. This anal-
ysis is based upon problem 1.17 of Ref. 4.1, which is repeated here. If two two-ports S,
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Transducer power gain in 50-Q
system

Transducer power gain for arbitrary
r G and I’ L

Unilateral transducer power gain

Power gain with input conjugate
matched

Available power gain with output
conjugate matched

Maximum available power gain
Maximum unilateral transducer power
gain

Maximum stable power gain

Unilateral power gain

Gr = |Sul?
G — (1= [T)ISa 21— TL]?)
r=
[(1 —SuTg)(1 — 8$T) — S1pSu Tl
1S2112(1 = [T (1 — |TL[%)
Gy = > 3
[T = SuTgl*[1 — 82T
G— ISulP A =1T)  1Sul?
[1—Snlr2(1—[Sul® 1 =[Sl
(for 'y, =0)
Gy— 1S2112(1 = T %) _ 82112
1—Sulal2(1 = 1821%) 1 —[Sn?
(for ' = 0)
S
Gma= ﬂ (k_ sz_])
Si2
182112
G max —
" (1= [SuP)(1 = [52P)
[S21]
Gpus = —
" Sl

_ 1/2181 /812 — 11
k|S21/S812] — Re(821/512)

e

3=n-

FIGURE 4.8 Cascaded two-ports.

and S, are cascaded, the resulting two-port has the following S parameters (Fig. 4.8):

Smi28m21 8011
iy = S,qq 4+ S25m215n11 (4.30)
" 1 — Sy Sun
Sn128m12
o _SmSmz 4.31)
P = S S
Sim21S,
Sy = —om2toml (4.32)
1 — Spm2oSnil
5, = Sn22 + Su128n21 S22 (4.33)
1 — Sn22Suii

Since the G,,, amplifier is the cascade of three two-ports, applying the above formulas

gives the result

So1

Se218m218021 _ Se21Sm21Sn21

(4.34)

(1= Se2Smi) (I = Sw22Su11) — Se22Sm21Sm12Su11) D
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Se12Sm12Sn
S, = —8l2omizonla D‘Z 12 (4.35)
Sii=8»=0 (4.36)

This result gives both the magnitude and phase of the gain (G,,,); the phase will depend
upon the particular matching structure used, since they are not unique. Notice the
equation for Sy, (4.34), bears a startling resemblance to the transducer gain equation,
which follows below.

For the case of unilateral gain, we may use a variable coupler and line stretcher
to make the reverse gain zero, as proposed by Lange [4.7]. The circuit diagram is
given in Figure 4.9, where we have a unilateralizing variable coupler, a line stretcher,
and the G,,, amplifier. For S|, to cancel, a portion of the input signal at port 2 is
coupled by the amount S;, to the input port; the line stretcher varies the phase such
that the coupled Sj, is 180° out of phase with the Sy, from the transistor amplifier.
The analysis is more complicated since the directional coupler is a four-port, but using
the techniques already presented, the result is [4.6]

S51=—vVU  ife+6,=0° (4.37)

where ¢ is the phase shift of the line stretcher and 6, is the phase shift of the S,; of
the transistor:
S, =0 (4.38)

if ¢ +6, =0° and ¢ = +/Gar, Where 0, is the phase shift of the S|, of the transistor
and c is the coupling coefficient of the directional coupler.

This result also includes both the magnitude and phase for the gain, and it has
been verified on both Ansoft’s Serenade and Agilent’s ADS, a nonlinear simulator.
Applying these concepts to transistor S-parameter data [4.6], one finds the phase angle
of U tends to be 180°, the same value of CS or CE transistors at low frequencies.

The most general amplifier is described by the transducer gain,

P
Gr= -t (4.39)

IN ouT
al, | goee-mmeeeoooo b2
»- -
bL ¢ port1 Port2 | |—ed2

Lossless Adjustable Coupler

| Lossless L‘ine Stretcher
,,,,,,,,,,,,,,, J <4

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, ]

Lossless ) Lossless E G, Amplifier
Tuner Tuner '

FIGURE 4.9 Lange measurement setup for unilateral amplifier [4.7].

A\
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which is a function of all four § parameters, ', and I';. A useful approximation is
Gry, which assumes Sj» = 0; this leads to Gy max, an expression that indicates which
port needs to be matched first for highest gain:

S22
(I =18 A =182/
A LNA will always be a stable design (in the band) when the input is mismatched

for noise and the output is conjugately matched for gain, leading to the available
power gain.

GTU,max = (440)

1501 2(1 = TGP
Gr=Ga= (4.41)
AT ST P — IS5, P)

The dual is the HPA, leading to “power gain”:

1S 1(1 = |TL?)

Gr=G=
! 11— SpuTL2(0 — 18], )

(4.42)

Figure 4.10 illustrates the frequency dependence of power gains for a typical transistor.
Power gains are normally (from low to high)

155> < Gy < G4 ofr G <Gy or Gps <U

4.6.2 Voltage Gain and Current Gain
The voltage gain of a two-port can be given by the S parameters as

Vo _ax+by  afai+by/ar  brfai(az/br+ 1)
Vi a, + by l+bl/al 1-{-511

(4.43)

25

LI T

20 —

Gain (dB)

15 -

10

115

fmax

0.1 1 10 26 f, 100
F (GH2)

FIGURE 4.10 Power gains versus f.
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Since
b S
i - (4.44)
aq 1 — SQQFL
and
a
r, =22 (4.45)
by
we find
S51(1+T
A, ud +10) (4.46)

T (0 =Sul)(+S))

Notice A, and S,; are similar but S,; is only defined for a 50-2 load termination, but
A, is completely general for any generator and load terminations.

4.6.3 Current Gain

In a similar way, we may define current gain as

I, a, — by

I - a; — by

_w/ay —b/a
1—bi/a

_ byjai(ar/by — 1)

B 1- 8},

. STy —1)

C (=Sl = Sp)

A=

(4.47)

Since we often think of current gain in terms of %, it will be useful to derive both
A, and A; in terms of i parameters. Setting up the equations gives

v = hii +hpvw (4.48)
ir = hati1 + hnv, (4.49)
v = v (4.50)
Uy = —Zoiz (451)
Thus, we obtain
iy = hy1iy — hnaZpis (4.52)
] h
=2 2! (4.53)

i 1+ hpZ
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which is a result that is more intuitively understandable. In a similar way, we obtain
the voltage gain from % parameters as follows:

V) = —Zgis = —Zohaiii — Zohnv,
V(1 + Zohy) = —Zohatiy
vy — hpvo
= —>"==
hi

vi hipv
V(1 + Zohy) = —Zohy | — —
hi hi

Zohoth Zoh
v, (1 + Zohyy — 222 ‘2) = Sl (4.54)
hu hi
AV —Zoha1/ h
" v 14 Zoha — Zohathia/ hyy
_ —Zohy,
hit + Zohi1thay — Zohaihia
_ Lo (4.55)
hi1 + ZoD, '
where D, is defined by
Dy, = hithy — haihia (4.56)
Finally we obtain the power gain from A, and A; as follows:
p P _Relcwid) o
Pin Re(vllr)
_ So (1 + FL)S;(F}E -1
(1 =Sl + S = 85LTHA = S7)
1S 21— [T 4.57)

(11 = ST — 18,17

which is the same result given in the table for power gains (Table 4.1). It will be
helpful to think in terms of voltage gain, current gain, and power gains when designing
active circuits.

Using similar algebra as above, we can easily show that

j -5
Gp=-2=_—22 _ "% (4.572)
v 1+Zpyn 14+ 8n
is the transconductance gain of the transistor and
V4 S
Z, =2 = 21 21 (4.57b)

1 o 14+ Z»Y, - 1— 81

is the transimpedance gain of the transistor Ref. [4.7a].
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4.7 THREE-PORTS
A three-terminal transistor may be considered a three-port where

by = Snai + Sipax + Siza3
by = Sya; + Sxpax + Sxiaz (4.58)
b3 = S31a1 + Snaz + S33a3

These nine S parameters are not independent. The sum of the rows and columns are
unity due to power considerations [4.8].
Similarly, for three-port Y parameters,

i1 = y1vi + yi2v2 + yi3v3
Iy = y21v1 + y22u2 + Y2303 (4.59)

i3 = Y3101 + y3v2 + Y3303
where the sum of every row and column is zero from Kirchhoff’s laws [4.8]. The net-
work must have no internal shunt elements to ground for this condition to be satisfied.
The proof of this simple and important result can be seen from Figure 4.11, which

is a three-port with a reference ground labeled r. To prove that the sum of any column
equals zero, apply Kirchhoff’s current law at the reference node r. Then

L+L+151=0 (4.60)

Letting V, = V3 =0 gives I} = y1Vy, L = y,1 Vi, I3 = y;3V), so substituting in
Eq (4.59) completes the proof. To prove that the sum of any row equals zero, let
all three signal voltages be equal to Vj. Since all three terminal voltages are at the
same voltage relative to node r, there can be no current. Therefore,

L=yuVi+yn2Voa+yiVa=0=Qu +y2+y3)W (4.61)

Since Vj is not zero, this completes the proof.

Base . Collector
Transistor
1 —> “«— 3
l I
+ : +
Emitter
Vi IZT 2+ V3
_ v, _

r

FIGURE 4.11 Transistor with external reference node r [4.8].



THREE-PORTS 211

«— |, by >
4+— b1 4732 = 0
——+—+—o

h—p 1y b
I3
Ro laT T l ' Ro
i
+ Fo +
Eo c 2 Eo
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FIGURE 4.12 Circuits used to establish properties of indefinite scattering matrix [4.8].

A similar proof for S parameters follows from Figure 4.12, where the reference
node (ground) is P. Applying Kirchhoff’s current law to P gives

Li =1+ by + I3 (4.62)
Since b; = Sy1a1, by = S1a1, and b3 = S31a;, adding these three terms leads to

L+ by + Iy
Sii+ S+ 8= % =1 (4.63)
1i

which completes the proof for the columns.

In Figure 4.12b, all generators are set to Ey, which gives all currents I;, I, I3
equal to zero. Thus Iy; = I, In; = by, Is; = I3,. Also, I;; = I,; = I5; because the
generators are identical. Substituting into Eq (4.58) gives

Si+Sp+Sz=1 (4.64)

where we have used /;; = I}, which completes the proof for rows.

Notice the two-port and three-port S parameters of a transistor may be confused since
they are different measurements but nevertheless are labeled the same. For example,
the two-port Sp; is measured with the emitter at ground, but the three-port Sy; is
measured with the emitter connected to a 50-2 resistor. The two-port and three-port
Y parameters are the same measurement and thus the same parameters. Since k is
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R
R3
R=16.7 Ohm
—"\\\—=—12
R
R1
R=16.7 Ohm
R
R2
R=16.7 Ohm

FIGURE 4.13 Three-port power divider.

defined for a two-port, there are three stability factors: kcg, kcp, and kcc, which are
independent parameters of the transistor. Usually the CE or CS configuration yields
the highest value of k and therefore the best stability [4.1, pp. 177, 191].

A three-port power divider which helps to clarify these concepts is a matched
two-way power divider as shown in Figure 4.13 with 6 dB loss. The S matrix is

0 1 1
Sie7=05|1 0 1 (4.65)
1 10
If the resistors are changed to 50 €2, the S matrix is
1 1 1
Ss0=033]1 1 1 (4.66)
1 1 1

For all three-ports, the rows and columns always add up to unity for S parameters and
zero for Y parameters. This is not true for two-ports, four-ports, and so on. There are
three ports which violate this general rule, for example, a Wilkinson power divider
which has an internal resistor between two internal nodes; also imagine adding another
resistor to ground at the y junction of the 16.7-Q2 network above. However, for simple
networks, the rule holds.

The three-port matrices are useful for converting CE to CB and CC configurations.
This is most easily done using the three-port Y parameters, since the three-port and two-
port Y parameters are measured to be the same. If we arbitrarily label the emitter port
1, the collector port 2, and the emitter port 3, we may easily show the common-emitter
Y parameters of the two-port are

Y Yz
Ycr = 4.67
* |:)’21 )’22:| ( )
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the common-base Y parameters are

Y33 Y32
Yep = 4.68
@ [ Y23 Y22 } ( )

and the common-collector Y parameters are

yir i3
Yoo = 4.69
e [)’31 y33] ( )

So if you begin with CE two-port S parameters from the data sheet, convert this to
two-port Y parameters, find the three-port Y parameters, then use the appropriate Y
parameters to obtain the CB or CC two-port Y parameters, and finally convert the Y
parameters to S parameters.

4.8 DERIVATION OF TRANSDUCER POWER GAIN

All of the nine power gains in Table 4.5 were derived in Ref 4.1, but it is instructive
to derive the transducer power gain in detail, since this is usually the gain of interest
in system design.

Referring to Figure 4.14, when a generator or source of power is connected to a
two-port, the generator emits a wave bg if a nonreflecting load is connected (I'; = 0).
In the general case where the load is not matched, use Figure 4.14 to compute the sum
of the reflected waves coming to the generator:

by = bgTi[1+ 1T+ (Tig)* + -]
bgT'

= — (4.70)
1-TI'T¢g
l
—>bg i
I ay
I —
|
| —
Generator I by Two-port
|
|
|
|
l
|
F1 :
| —>bo
|
bgl'y +— |
|
| — bgl'T'g
|
el +— |
|
| —» bgl3Tg
|

FIGURE 4.14 Generator representation.



214 TWO-PORT NETWORKS

Since Fl = b]/al,

bgb)
b= —— 471
R 4.71)
ay = bG + b]FG (472)

which seems to be intuitively obvious. Another representation for a; is

ay =bg +T'1'gay 4.73)
bg

= — 4.74

@ =1 FiTg (4.74)

The net power delivered to a load from a generator is
Py =lail? = |bi* = laiP(1 = |T|?) (4.75)

which may be changed to the power delivered by port 2 of the active transistor to
the load:
P = |by* (1 =T (4.76)

The available power from a generator is obtained by connecting a conjugate load
to give
bg|?

= —- 4.77
1 —|Tgl? @70

Py

We are now ready to derive the transducer power gain in terms of the S parameters:

Gr =2k b2 (4.78)
Py |bglP[(1 — T (1 = |Tgl*] '

Using the above results and the basic definitions of S parameters, we can show

b S
2= 2 (4.79)
a l_Szer
a 1
—_—— (4.80)
bg 1-I'T'g
1 — T80 2 = |Tg)?
Gr = TLl%| 221| (I —| G|2 @81
[T = Spl' 5|1 =T TGl
where S 8§ T
, 129211
rH=s,=9 e 4.82
1 11 11+ 1_522FL ( )

The unilateral transducer power gain is the same result as G with S = 0. The
maximum unilateral transducer power gain is found by setting I';, = S5, and I'¢ = S7;
to give

85112

4.83
(1 =152 = 181117 @8

GTU,max =
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which gives a clear understanding of the effect of matching each individual port. For
example, if |S11| > |S22], matching the input port will produce more gain than matching
the output port, but of course both ports should be matched.

4.9 DIFFERENTIAL S PARAMETERS

A differential (or balanced) port is one that typically consists of two electrodes neither
of which is explicitly tied to ground. Balanced devices are becoming increasingly
common in modern wireless and other devices. The reasons for this trend are manyfold
but include better noise immunity, more efficient use of power (i.e., longer battery
life), lower cost (e.g., no mixer baluns), higher levels of integration, smaller size,
and some fundamental harmonic rejection. Certain structures such as many mixers
and analog-to-digital converters are naturally balanced, thus making circuit design
somewhat simpler if all devices in the chain are balanced. To properly characterize
these devices, a formalism for their behavior is required. Following the concepts for
single-ended devices (i.e., where the port is defined by an active line and a ground),
it is natural to try an analog of S parameters that bring out important behavioral
characteristics of these balanced versions.

The concepts of differential and common-mode signals should be familiar from
low frequency circuit analysis [4.9]. A purely differential signal applied to a port pair
will have each port being driven with the same amplitude signal (relative to a virtual
node) 180° out of phase with each other. A purely common-mode signal will have
each port driven with the same amplitude and same phase. The expectation for an
example device, a differential amplifier, is that a differential input would produce a
larger differential output (with better noise immunity and very little common-mode
output) and a common-mode input would produce little output. These concepts are
illustrated in Figure 4.15; the two single-ended ports being driven as a pair are termed
a composite port.

While standard four-port S parameters, discussed previously (see also Ref. 4.10),
can be used to characterize the device (at least in the small-signal limit), they do

in out

in out

S S
Sl 2R

FIGURE 4.15 Concepts of differential and common-mode drive (and output) are illustrated
for a pair of scenarios (common-mode input is also possible). Output can be thought of as a
reflection or transmission.
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not readily display the important circuit performance parameters like differential gain,
common-mode gain, and differential-to-common-mode conversion. We would prefer a
set of mixed-mode S parameters [4.11] defined in terms of signals applied to composite
ports (pairs of single-ended ports driven as a pair).

Return to the wave variable definition of S parameters and define differential and
common-mode input signals. As in ordinary differential amplifier analysis, any signal
pair applied to a composite port can be decomposed (making linearity assumptions
so superposition can be applied) into its differential and common mode portions (see
Fig. 4.16): for signals A and B applied to the two ports, the differential portion is £
(A — B)/2 and the common-mode portion is (A + B)/2.

Changing some constants to normalize power properly, the a and b wave variables
can be defined as

1 1
aqr = E(al —ay) acl = E(al +az) (4.84)

where the subscript d1 refers to the differential portion on composite port 1 and cl
refers to the common-mode portion on composite port 1. Similarly the input wave vari-
ables for the second composite port and the output wave variables for both composite
ports can be defined.

With the wave variables defined (four input and four output for a device with two
composite ports), it remains to define S parameters relating them. A natural definition
is the following [4.12, 4.13]:

bai Satar Sataz Saiet Saie2 aqi agqi
bar | | Sazar Savaz  Sazer  Saze2 agy | | Saa Sac || aa2
_ _ (4.85)
by Sctar - Sctaz Scier Seie2 el Sea See acl
bes Scoat Se2ar Sezer Seae2 ac ace

where S;141 1s defined as byi/az; when the other a; are zero, and so on. Note: Some
variations in the subscript notation of the S parameters are in use; the same symbols
are generally used but they may be grouped differently.

The first portion of the equation can be interpreted just like four-port single-ended
S parameters. The output wave b; is a linear superposition of responses to four inputs.
The last portion of the equation is simply a shorthand notation where each element (e.g.,
Sa4q4) represents a 2 x 2 matrix with a particular interpretation. The upper left quadrant
(Syq composed of Sy141, Sqia2, --.) represents differential responses to differential
inputs. These are usually the parameters of most interest in a balanced device. The

p1— A=-+2cos(ot) p1i— +1.5cos(wt) P11 10.5c0s(wmt)
= +
p2 L B=-1cos(mt) P2 L —1.5cos(wt) P21 +0.5c0s(ot)
Differential part Common-mode part

FIGURE 4.16 Any signal applied to a composite port (p; and p, driven as a pair) can be
linearly broken into differential (related to the difference between the port nodes) and com-
mon-mode (related to the sum of the port nodes) portions. This is used to define the mixed-mode
wave variables.
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lower right quadrant (S,.) is composed of common-mode responses to common-mode
inputs. The other two quadrants represent mode conversion These are responses of a
different form than was input (e.g., a common-mode output in response to a differential
input). While sometimes desired (in certain transformers), these responses are often the
result of nonidealities in the device.

Since the above equation looks like that of four-port single-ended S parameters and
the input and output wave variables have already been expressed in terms of the single-
ended S parameters, it is natural to assume there is a simple linear relationship between
the mixed-mode S parameters and the single-ended S parameters. These relationships
are easily derived:

Satar = 3(S11 — S21 — S + Sx) Setet = 3(S11 + S21 + Si2 + S22)
Sataz = 3(S13 — S23 — S1a + S24) Setcz = 3(S13 + Sz + Sia + S24)
Si2a1 = 3(S31 — Sa1 — S32 + Sa) Seact = 3(S31 + Sa1 + S + Sa2)
Sizaz = 5(S33 — Sa3 — S34 + Sas) Sexer = $(S33 + Sz + S34 + Saa)
Satet = 3(S11 — Sa1 + Si2 — S2) Setar = 3(S11 + S21 — S12 — S2)
Satcz = 5(S13 — Sa3 + Sia — Saa) Setaz = 3(S13 + S23 — S1a — S24)
Sizer = 3(S31 — Sar + S — Sa2) Seaa1 = 3(S31 + Sa1 — S3 — Si2)
Sa2e2 = %(533 — S43 + S34 — Suq) Sc2d2 = %(533 + 843 — S35 — Sa4)

(4.86)

4.9.1 Measurements

Conceptually the simplest approach to measure a balanced device is to drive a com-
posite port with a 180° hybrid or a splitter to generate the required differential and
common-mode signals [4.13] The received signal could be sent through similar struc-
tures to convert them back to single ended for processing. In some cases this is done,
but the switching may be complex and the bandwidth may be limited. Alternatively,
simple single-ended S parameters may be measured and mathematically converted to
the differential and common-mode parameters using Eq. (4.86).

While much simpler (and potentially of very large bandwidth), this latter approach
has at least two limitations:

e Since the parameters are computed by subtraction, there is a potential loss of
dynamic range at low levels when nearly equal numbers are subtracted to produce
the small result. This issue is one of numerical sensitivity. Example: A nearly
perfect device has low S.,41. The individual S parameters are on the order of 1 or
0.1 but the absolute difference (~S.24;) is about three to four orders of magnitude
smaller. A very small error on S;; leads to a large change in S.,4; .

o If the device is approaching nonlinearity, the principle of superposition used in
the derivations comes into question. In a nonlinear device, the results of driving
single-ended ports 1 and 2 separately cannot be simply added together to get the
result if composite port 1 is driven by a differential or common-mode signal.
Indeed, the device under test (DUT) may not even be in the correct operating
state if not driven by the intended signal.
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Sd1d1 and Sd2d1 for a differential amplifier Sc2c1 and Sc2d1 for a differential amplifier
30 — _ 0
8 04— % 10 4
= 10 = [PRSRNRSRSe e e
B S 20 BN A oA
2 0 Sdidi|| | 20 \m"“wﬁ Sc2ct
E -10 - - -8d2dif| | E 5o f, . - - -Scad1
g 20 5 o bF
b 30 & 0T
-40 \ T \ -50 T T \
0 0.5 1 15 0 0.5 1 15
Frequency (GHz) Frequency (GHz)

FIGURE 4.17 Four of the mixed-mode parameters for a balanced amplifier are shown. The
differential gain (S;241) is much higher than the common-mode gain (S.,.;) and mode conversion
(Sc241), as one might expect.

4.9.2 Example

To illustrate the concepts in this section, consider the measurement of a simple differ-
ential amplifier. It will be driven small-signal so the superposition of signals can be
considered valid. The mixed-mode S parameters are calculated from the single-ended
measurements and some of the results are plotted in Figure 4.17.

The differential gain (S;24;) and match (Sz4;, ¢ = 1, 2) are usually of the most
interest to the circuit designer since the device will be used in a balanced system.
The common-mode response and mode conversion are low (with respect to differential
gain), as one would expect for a balanced device. The nonnegligible values of these
latter two parameters are often due to asymmetries in the device or its test fixture.

4.10 TWISTED-WIRE PAIR LINES

Transmission line principles are applied to twisted-wire lines made of two wires.
Reference 4.14 provides a practical design procedure in order to realize a desired char-
acteristic impedance, including expressions developed to predict the effects of wire
film insulation, pitch angle, and twisting. It provides practical graphs to determine the
characteristic impedance if the dimensions and the dielectric constant are known. The
characteristic impedance versus wire size (with and without insulation) is shown in
Figure 4.18. The data can be used for the design of RF broadband transformers, signal
combiners, and pulse transformers [4.15, 4.16].

In many other applications, twisted pairs are being used when the signal transmitted
is a differential signal. One of the key problems in transmitting data or any kind of
digital type of signal from one device to another is the electrical “noise,” or radio-
frequency interference (RFI), that penetrates the cable and gets mixed with the useful
data or signal.

The first line of defense against RFI is to shield the cable with a conductive material
that has been electrically grounded. However, even with the best shielding, cable length
is quite limited. To overcome such limitations, equipment designers have turned to a
technique of transmitting computer signal called the differential system.

With the differential system each signal is transmitted on two lines at the same
time. On one, the signal is transmitted as a positive signal, on the other as a negative
signal. At the receiving end of the cable the receiver device gets two signals. Both of
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FIGURE 4.18 Characteristic impedance for bifilar magnet wire transmission line based on
MIL-W-583 dimensions and with relative dielectric constant of 1. (From Ref. 4.14 © IEEE
1971.)

them, however, have been changed by the noise that penetrated the cable. The changes
came in the form of unwanted voltage added to the wanted signal. At this point it is
important to note that the unwanted voltage got added to both lines at the same time
and by the same amount. The essence of the differential system is that the receiver is
designed to take the difference between the two signals on the two lines. In doing that,
the noise part of the signal, equal on both lines, gets eliminated, and what remains is
clear signal.

As indicated above, the differential system works well if the noise added is equal on
the two lines, that is, the positive and the negative. To ensure that the noise hits both
of these lines identically, both of them need to occupy theoretically the same physical
space. Practically, the closest we can get to this requirement is to have the two lines
twisted together tightly. The tighter the twist of positive and negative lines, the cleaner
the transmission and the longer the acceptable length of the cable.

Differential devices are devices that use the above-described differential system for
transmitting data and control signals. The most common communications standards
dealing with interconnecting differential type devices are RS-422, RS-449, RS-423,
RS-530, V.35, X.21, SCSI, Token Ring, Ethernet, and so on.

By comparison, devices that do not use the differential system when transmitting
data to another device are called single ended. Examples of single-ended communica-
tions standards are RS-232 Serial, CENTRONICS Parallel, and some SCSI. Another
application for twisted pairs is the Firewire.
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Firewire originally was developed by Apple Computer as a high-speed serial bus.
While it was developed, many thought it was actually too fast, and some lower speed
interconnect like USB would be cheaper to implement. Firewire languished. Suddenly,
in 1995, a tiny connector showed up on the first DV camcorders shipped by Sony.
DV was the killer application for Firewire. In late 1995, Firewire was accepted as a
standard by the IEEE, henceforth called IEEE 1394.

The standard Firewire cable consists of six wires. Data are sent via two separately
shielded twisted-pair transmission lines. The two twisted pairs are crossed in each cable
assembly to create a transmit—receive connection. Two more wires carry power (8 to
40 V, 1.5 A maximum) to remote devices. Currently, these power lines are rarely used.
The wires terminate in gameboy-style plugs.

Sony uses a four-conductor cable for the connection to the DV camcorders and
DVCRs. They are like the above-mentioned setup but without the power wires. They
terminate in smaller, four-prong connectors. To connect a Sony DV camcorder or
DVCR with a standard IEE 1394 Firewire device or interface card, you need an adapter
cable, four prongs on one side, six on the other. It simply connects the data lines while
omitting the power connection.

According to the standard, the IEEE 1394 “wire” is good for 400 Megabits per
second (Mbps) over 4.5 m. The standard cable uses 28 AWG (American Wire Gage)
signal pairs with 40 twists/m. The power pair in the standard cable is 22 AWG.

Longer cable runs can be achieved by using thicker cable or by lowering the bit rate.
DV users should keep in mind that the signaling rate of the Sony DV camcorders is
only 100 Mbps. Can it use longer cables? The answer is yes. Although considerably out
of the specification, several people have reported successful 100-Mbps transmissions
over more than 20 m using standard cable. There are also reports of thicker cables
being used to span lengths of 30 m or more at 100 Mbps.

The wiring used today by most of major telephone companies consists of four pairs
of twisted wire in a plastic sheath. In the telephone industry it is called “four-pair.”
Technically it is category 3 UTP (unshielded twisted pair). It is a versatile wire in that
it can handle four separate telephone lines or can be used for multiline PBX type sets.

Here’s really good news for everyone who has Internet service at home, more than
one home computer, one or more home telephone lines, and a fax machine and for
anyone who expects to hook up any combination of these devices someday soon:
The Federal Communications Commission (FCC) recently issued a new rule requiring
that all telephone wiring installed inside homes and other buildings must meet new
standards. The rule, which applies to new and retrofit telephone wire installations made
after July 8, 2000, is aimed at assuring that all inside wiring can meet the demands of
voice, video, and data transmissions now and for the foreseeable future.

Advanced telephone cables consisting of four twisted pairs of copper wire offer
faster, higher quality transmission of data, voice, and fax signals. This so-called
category-type wiring is now required inside homes and other buildings under a new
FCC rule.

Category-type telephone cable consists of four twisted pairs of insulated copper
wire and offers service benefits over old-style telephone cable, typically made up of
two untwisted pairs, designed for analog voice service. The additional pairs of wires in
category-type cable make it easier to hook up multiple phone lines and network home
computers, and the precise twisting of the wires speeds communication while reducing
static, signal degradation, and cross-talk between separate lines bundled together.
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4.11 LOW-NOISE AND HIGH-POWER AMPLIFIER DESIGN

The block diagrams for LNAs and HPAs are given in Figure 4.19, where the design
requires I',, or I'y, of the transistor. A transistor has four noise parameters and four
power parameters:

R,
F=Fppnt —>r—— 4.87
e Gglyg - Yon|2 ( )
R
Grs=Gmx — ———— (4.88)
GL|YL - Yop|2

where the four noise parameters are Fiyin, Gon, Bon, and R, and the four power param-
eters are Gmax, Gop, Bop, and R,,. Equation (4.88) is clearly an approximation, since
the power contours for constant power in the I'; plane are usually ellipitical, and
the expression for gain is not valid at high power levels. Another form for the noise
equation is

4 R,/Zo|T¢ — o2
F=Fmin+ n/ 0| G2 0n| - (489)
Gg/Yo (1 — [T+ Lol

For LNAs you design for Fy,, by correctly matching the input for I'y,, and conjugately
matching the output for highest gain. We may ignore k since a low-noise design must
be stable at the design frequency. The details of matching are covered in Chapter 5.

The design of HPAs is the dual. You design for G,,x by matching the output for
I'y =Ty, and conjugately matching the input for highest gain. Again, we may ignore
k since a high-power design is probably stable. Notice it is incorrect to design the
output for a low value of S, a common error, unless you use lossless feedback,
which is covered in Chapter 8. The conditions of stability are probably not correct
since the small-signal S parameters are no longer applicable for the power amplifier
in the high-power mode; hence we need a nonlinear analysis to investigate stability, a
subject covered later in this book.

For low-noise designs, it is possible to introduce lossless feedback in the form
of an inductor in the emitter (source) to bring I'¢y, closer to S;’j [4.17]. In a similar
fashion, introducing a capacitor in the emitter (source) will produce negative resistance
at the base (gate) in order to design an oscillator. The same tricks apply to high-power
amplifier designs, which will be discussed later.

S ] N = ] N
b= o
s M, Two- M, T M, Two- M,

S lossless port lossless B o lossless port lossless B
(6] match transistor match S 8 match transistor match S
Iy, Amplifier Amplifier Top
LNA HPA

FIGURE 4.19 LNAs and HPAs.
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The noise measure is defined as

F-1

M=—
1—1/G,

(4.90)

This allows us to calculate the total minimum noise figure of a cascaded amplifier
using an infinite chain of identical devices from

Fmin_1

= ———— = My, 4.91
1—1/GA min ( )

F (tot) min —

where the Friis equation for a cascaded amplifier calculates the total noise figure from

Fo=m+ 2D Bl (4.92)
e Gia Ga1Gaz .

We may also express noise figure in terms of equivalent noise temperature:

T,
F=14+-° 4.93
+T0 (4.93)

Another parameter is the invariant Lange parameter N [4.18] given by
N = Rp.G, = Gou R, (4.94)

which is invariant to lossless transformations (as is Fp,;,). Some other useful noise
limitations are given by the inequality [4.19, 4.20]

IS4NT0

<2 (4.95)

min

where the first inequality is fundamental [4.19] and occurs for i and u fully corre-
lated and the second inequality comes from the model [4.20] and occurs for i and u
uncorrelated. This inequality is important to verify because it may show the noise data
is nonphysical or subject to measurement errors. The equation may be verified from
the noise data provided on the data sheet by the manufacturer. The noise figure of
a two-port is often represented by Figure 4.20, where u is the noise voltage referred

Noise-free
transistor

o

FIGURE 4.20 Noise sources for a noise-free transistor.
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transistor

FIGURE 4.21 Redrawn noise sources using Y.

Noise-free (u?)

to the input and i, is the noise current referred to the input. The current generator is

divided into a uncorrelated and correlated component by

i=1i,—Yu Y. =

so Figure 4.20 can be redrawn as Figure 4.21, where
Y. =G.+ B,

We can also state

G 12

. n .

Y0n=G0n+]BOn:(R_+Gg) — JB:
n

(i2) = 4kToG, Af  (A?)
(W?) =4kToR, Af (VP
R,

F=Fuin+t 55—
Gglyg - Y0n|2

N =GR,

(4.96)

(4.97)

(4.98)

(4.99)
(4.100)

4.101)

(4.102)

where N is invariant to lossless networks, which means the imaginary part By, is not

important. By definition of 7,

F—l—i—Te
— T

We want to prove Eq. (4.95). From above eqns,

Tmin
1+ =1+ 2Rn(Gc + GOn)
Ty
T .
;““ =2R,(G, + Gg,) = 2R,G. + 2N
0

(4.103)

(4.104)

There are two cases to consider. The first is i and u are fully correlated, i, = 0, and
therefore G, =0 and N = Gy, R,. From (4.87) Gy, = G, so N = R, Gy, = R,G..
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From (4.93)
T .
T —4N (4.105)
Ty
ANT
0 —1 (4.106)
Tmin

which is the left-hand equality. The second case is for i and u uncorrelated. Then
in#20,G. =0, G, #0. From (4.98) Gy, = (G,/R,)"?; from (4.104)

Tin ANT,
TO Tmin

=2 (4.107)

From (4.106) and (4.107) we have 1 < 4NTy/Tymin < 2, which completes the proof.
From the noise data provided for the transistor, one should verify this expression is
satisfied; otherwise something is wrong with the data.

4.12 LOW-NOISE AMPLIFIER DESIGN EXAMPLES

The first low-noise design example is a three-stage 10-GHz monolithic microwave
integrated circuit (MMIC) produced at Texas Instruments (TI) under the MMIC pro-
gram [4.21]. This circuit uses a 335-um by 0.5-uwm gate MESFET, all stages biased
at the same low-noise dc biasing point, Vi, =3 V, I;; = 15 mA. The I is 90 mA,
a typical value for this size transistor. The low-noise bias point is about 0.157,;, or
14 mA, so the bias point has been set for low noise. The use of inductive feedback
brings the noise match to the same point as the gain match [4.17], that is, we can make
S11 = 0 for the LNA.

The nonlinear model for the MESFETs is given in Table 4.6, where the modified
Materka model is used; this model was developed by Raytheon and Compact Software
during the MMIC program. This amplifier has been designed for both lumped and
distributed elements (Zp = 83 2) for demonstration purposes. It was only built as the
TI EG8021 in distributed form. The transmission line elements use a line width of

TABLE 4.6 Modified Materka Nonlinear Model for
335-pm MESFET: Hewlett-Packard/Agilent ADS

Format

IDSS 0.103 Cgs 0.467 x 1012
Vt0 -29 Gdcap 3

Beta2 —0.09 Cgd 0.0147 x 1012
Ee 1.41 Rd 4.45

Ke —0.125 Rg 2.15

Kg —0.268 Rs 1.5 x 107°

Si 0.158 Ls 0.012 x 10~
Ss —0.002 Cds 0.07 x 10712
Tau 3.3x 10712 Vbr 14

Gscap 3
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1.0 mil on 6-mil-thick GaAs, which is a characteristic impedance of 83 2. The 50-Q2S
parameters of interest are

0.87/-108
2.08/93°

5-j36 Q

0.075/29°
0.82/-35°

Zin Zow = 50 — j250 Q

The input C,, is about 0.4 pF or — j35 €. We cancel about half of this with a source
inductance of 0.3 nH, jwL,; = j20 2. The second stage uses about 0.15 nH in the
source to keep the gain higher. The input design is illustrated in Figure 4.22 on a

C
C3
_L—"—): |_ C=0.001 pF
L4
L=0.5 nH ) |
— 1 +
= (¢} Term
} I oYl c2 Term2
C L C=5pF Num=2
Ct L L2 ~ =50 Ohm
T Term C=5 pF oLt L=1.5nH =
Tormi § L=0.7 nH R=
Num=1 =
- Z=50 Ohm .
— V_DC
- 4 SRC2
- V.DC Vde=3.0V
— SRC1

ﬁ

Modified_Materka_Model

| S-PARMETERS

S_Param
SP1
Start=7.0 GHz

MESFETM1 Stop=12.0 GHz
NFET=yes Cgs=0.467 pF Vjr=14 wBvgd= Step=1 GHz
PFET=no Gdcap=3 Is= wBVds=

ldss=90 mA  Cgd=0.0147 pf Ir= widsmax=

Vto=-2.9V Rd=4.445 Imax= wPmax

Beta2=-0.09 Rg=2.15 Imelt=" AllParams=

Ke=1.41 Rs=1.5 N=

Ke=-0.125 Ld=0.2 nH Fnc=

Kg=-0.268 Lg=0.33 nH Lambda=

Si=0.158 Ls=0.012nH  Vbr=

Ss=-0.002 Cds=0.07 pF =

Tau=3.3 psec Gsfwd= =

Rgs= Gsrev= =

Rgd= Gdfwd= Taumdl=no

Fe= Gdrev= wVgfwd=

Gscap=2 Vbi= wBvgs=

(a)

FIGURE 4.22 Input noise design for EG8021: (a) one-stage noise design.
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m1
freq=4.000 GHz
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impedance = Z0 * (1.215 — j0.033)

FIGURE 4.22 (b) performance of one-stage design. (continued)

Smith chart normalized to Zy = 83 2. We first find point A, which is Z;,/83, and then
match to the 50-Q generator impedance, where 50/83 = 0.6. We use a two-element
match which is always labeled alphabetically for illustrative purposes. The Smith chart
matching is explained in Chapter 5.
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The pertinent calculations for matching S;; are
Zn 5-—j36
83 83
S$11(83) =0.90 < —133 (point A)

280 =12 Equivalent L = 0.22(83)/6.28 10 = 0.29 nH
Yin=1+j3.0

Y = _JSO

280, = 37 Equivalent shunt L = 1/[3.6 (1/83)]6.28 10 = 0.367 nH

= 0.0602 — j0.434

The source inductance was ignored in this calculation, since the values are optimized
by the computer for the final design. The lumped element and distributed three-stage
designs are given in Figures 4.23 and 4.24. To understand the distributed design, cal-
culate the guide wavelength as follows:

c 30 . Ag '
g = = = 0.434 in. 28 _ 34 mils
f (k)12 10 x 2.54 (7.4)!/2 3

which is equivalent to an inductor of

&3 8.3
L=——=——=13nH
210 6.28

If the first stage alone is optimized with distributed elements, the gain is 9.9 dB and
the noise figure is 2.26 dB. For the full three-stage distributed amplifier, the gain was
27 dB and the noise figure was 2.9 dB. The lumped-element designs gave about 0.5 dB
more gain with essentially the same noise figure.

The calculated performance of these amplifiers is given in Figures 4.25 and 4.26
using either Serenade (or Design Suite) or ADS. Normally the lumped-element design
will give better performance, that is, higher gain and more bandwidth.

A second design example of a single-stage Si BJT LNA without the use of feedback
will illustrate the more conventional approach to the design of LNAs. Consider a 4-GHz
LNA with an AT41400 Agilent Si BJT for minimum noise figure. The parameters of
interest are [4.1]

Vee =8V Ie=10mA  Fpp=30dB T, =072/-156 R, =162

_[os61/152 0.099@}

B |:1.89£5 0.47/-30

or using the ADS S-parameter library, which is more recent,
Vee =8V Ie =10mA  Fuin =3.0dB Ty, =0.52/—153 R, =9.0Q

and the same S parameters. It usually turns out that the |I'y,| is less than |S;| and
the angle is about the conjugate of Si;. This is a good check on your data. For this
example we often use ADS and the noise parameters in the ADS S-parameter library.
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FIGURE 4.24 Three-stage distributed design using linear CAD approach.

Design M; by matching I';;, to 50 Q. This technique presents I'g, looking at the
base toward the generator. Using lumped elements, the design is given in Figure 4.27,
where the output M, matches S’22 to the 50-Q2 load, where

, S12821 T on
Sy = Sy + 2222000 _ 64 < 30
272 ST,

which always has a magnitude larger than |Sy;]|.
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FIGURE 4.25 ADS-simulated performance of three-stage lumped design.
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FIGURE 4.26 Prediction of the three-stage distributed design using nonlinear parameters
(Materka model) for the FET. The prediction agrees with the actual measurements. In particular,
gain and noise agree extremely well.
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FIGURE 4.27 BIJT LNA at 4 GHz: (a) schematic; (b) performance.

This amplifier has a noise figure of 3.0 dB and a gain of

Gr=G, =

1S2117(1 — |Ton %)

[T — SuTon2(1 = 1Sy 1%)

=3.06=9.9 dB

where [Sy;| = 0 but | S| = 0.42 > 0. The problem is that |S;;| > 0 may be solved by
adding feedback or going to a balanced amplifier, as discussed in Chapter 8. Sometimes
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there is a trade-off between F and | S|, which is an excellent problem for the computer,
especially if there is a significant bandwidth.

Since the stability factor for this example is 1.12, it is also possible to design this
amplifier for G,,,, which is

S
Goa = |S—21|(k —Vk2—1)=118=10.7 dB
12

In this case, ['g is given by [4.1]

Fe =g, — (1 By B} (4.108)
R TN Y A - TToN I D ToN P '

By =1—|Su*+[Sul*— DI (4.109)
Ci =S — DS (4.110)

which gives By = 1.14 and C, = 0.561/154°. Therefore, I'g,, = 0.84 /—154°, which
is about S},. The magnitude of I'g,, is always greater than |S;;| for physical transistors.
I offer no proof of this observation, except it has always been true for more than 40
years of my calculations. A similar set of equations holds for I';,, [4.1]. To calculate
the noise figure, we need to find Y and Y,, which involves the Smith chart, giving

You = Y0(0.09 — j0.21)
Y6 = Yp(0.09 — j0.23)

and therefore F' = 2.00142 = 3.01 dB. This demonstrates that this transistor has ideal
properties for low noise and high gain at 4 GHz.

It should be noted that the design of HPAs is the dual of the above designs, where
the designer needs to know Iy, for the output design and then match the input for a
conjugate match, If I'g, is unknown, it can be estimated from the curve tracer response
and the dc bias point by drawing the expected load line over the expected dynamic
range. For example, if a high-power design is needed from the AT-414 BJT biased at
Vee = 8.0 V and I¢ = 30 mA, the change in Vg is about 8 — 1 = 7 V, the change in
I¢ is about 30 mA, so the desired load at the collector—emitter port is 7/.03 = 233 €,
which requires a matching circuit to convert the 50-2 load to 233 2. There are many
solutions to this problem, as shown in Chapter 5. The expected power at P;dBc is
(7 x 0.03)/2 = 105 mW. A nonlinear analysis is needed for the final design of the
high-power amplifier.

In this chapter we have given the basic two-port parameters in several equivalent
forms, the voltage gain, the current gain, and the power gains. We have illustrated
the design of several amplifiers, including enhancement-mode PHEMTs at 3 GHz, a
three-stage TI MMIC amplifier at 10 GHz, and a silicon BJT amplifier for low noise
and high gain at 4 GHz. All of these design examples use ideal lumped elements. In
the next chapter we discover the methods for doing the impedance matching.
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PROBLEMS

4.1 Derive the S parameters of the following FET model (omiting L, Ly, Ly) for
7y =0at f =4 GHz.

150 0.02 pF
o AWV —¢ o
N
=7 06 pF (5 Emive 500 © =L 0.10 pF
O -0

gm = 0.04 S
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Given the S parameters of an AT-41400 chip at a bias of Ve =8 V, I, =
25 mA, and f = 4.0 GHz;

‘. |:().60 /149°  0.108 /83° }

2.06 /57° 042 /-28°

(a) Design the RF schematic of a high-gain amplifier. What is the transducer
gain, G7? Use distributed elements.

(b) Design the dc bias circuit using only resistors; repeat using a pnp tran-
sistor for active bias. Assume two power supplies with Vi = +5 V and
Vo =-5V.

(¢) Draw the complete RF and dc schematic for both of the dc circuits above.

Consider a frequency-variable tee attenuator over 6 to 12 GHz. Make an atten-
uator which has 6 dB loss at 6 GHz and 0 dB loss at 12 GHz.

Given the three-port Y parameters of a transistor, where 1 is the base, 2 is the
collector, and 3 is the emitter, find the CE, CB, and CC y parameters:

0.4 /90° 0.1 /45° 04760 /—81°
y=|2/45° 0.5 /—45°  2.0614 /—149°

2.30 /—128° 0.511 /146° 2.3185 /65°

Notice the summation of all rows and columns are zero.

Given the CE S parameters of a transistor, find the CB and CC § parameters:

B {0.5 /—60° 0.1 /45° }

120 /45° 04 /-30°

Find the three-port S-parameters, where 1 is the base, 2 is the collector, and 3
is the emitter.

Given Eqgs. (4.73) and (4.74) in the text, derive the relations for S;141 and Sz
in terms of the single-ended S parameters.

Consider the measurement of a balanced amplifier-driven small signal. Some
of the single-ended S parameters were S3; =5.0/0, Sy =5.0/180, S3 =
5.0/179, S4 = 5.0/0 (magnitudes are linear, angles are in degrees).

(a) Calculate | S o41] and |S.41] in decibels.

(b) Typical measurement uncertainties on a transmission parameter at a few
gigahertz might be .05 dB and 0.5°. Assuming only S4; has uncertainties
applied to it (the others are considered perfect), what are the possible range
of values of |S.,41| (in decibels)?

(c) Which aspect of the measurement, magnitude or phase, would warrant extra

care assuming the above uncertainties represent a measurement made with
average skill in both respects?
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4.8 Consider the BJT LNA given in Figure 4.27. Calculate the A,, A;, G,,, and Z,,
for the transistor. Note:

G =y + ynA, Zy = 221 + 2224

4.9 (a) Using an ATF-13135 GaAs FET at Vgg = —1.5V, Vps =3 V, and Ips =
20 mA, design a two-stage low-noise amplifier at 12 GHz using distributed
elements. What is the transducer gain and noise figure of this amplifier?

(b) With a power supply of —12 V, design a dc bias circuit.
(¢) Give the complete RF and dc schematic diagram.

(d) Explain what you need to do to convert this design to a high-gain amplifier
(do not redesign it); what is the new gain and the new noise figure?

o |:0.61 /37° 0.144 [—89"]

| 234 /—84° 0.15 /46°

Fuin = 1.2 dB Lo, = 0.47 /—65° R, =40 Q

4.10 Using the NEC-67383, design a single-stage LNA for 2.4 GHz using the fol-
lowing topology:

Zy = 25Q
Zp = 90 Q
e = 10
h = 25 mils
Zy =72Q
Zop = 30Q
II_ 0.01 uf
I 0.01 uf
S parameters (Vps =3 V, Ip10 mA):
Frequency Siy Sy Si2 S22
(GHz) . . . .
Magnitude Angle Magnitude Angle Magnitude Angle Magnitude Angle
2.0 0.97 —46 3.30 136 0.020 70 0.63 -33
24 0.96 —53 3.30 132 0.029 64 0.62 —38
3.0 0.93 —60 3.0 118 0.045 50 0.62 —48

4.0 0.88 =79 2.64 107 0.06 35 0.61 —58
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Noise parameters (Vps =3 V, Ip = 10 mA):

Frequency Ton

(GHz) Magnitude  Angle  R./Zo  Fumin (dB)
2.0 0.69 21 0.58 03
2.4 0.65 24 058 0.4
3.0 0.60 31 0.57 0.5
4.0 0.60 50 051 0.6

(a) Calculate the gain and noise figure of your design.

(b) Using a computer, calculate the gain and noise figure over the range 2 to
3 GHz. The goal is a noise figure of 0.8 dB maximum over the band.

4.11 Design an amplifier using the following data for the highest gain:

0.65 /110° 0.10 /23° k= 1.149
T 1196 /2° 036 /-93° f=4GHz
96 [2° : — Gma = 10.59 dB

& = 2.56 = k (relative dielectric constant)

h = 0.031 in.
Vegp =8 V
I. = 10 mA

Vee = +15 V (power supply)

(a) Give the RF design using lossless microstrip lines.
(b) Give the dc design.
(c) Draw the complete RF and dc schematic.

(d) From the microstrip line design charts (Figs. 1.24 and 1.25), give the width
and length of each matching element.

4.12 A feedback amplifier was designed with the following transistor at 8§ GHz. Using
a y-parameter analysis, find the transducer power gain |S,;|?> of the amplifier in
decibels. What is S;; and S,; of the amplifier?

200 Q@
AW o
Zo-sa g =P50}
0——————{:01 — 27110 05
Zg = 50 @
———
O O
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4.13 The S parameters of a GaAs MESFET are given below at f = 8 GHz. Find
the stability factor k and G,,, and G, in decibels. Design an amplifier using
distributed elements for & = 25 mils, ¢, = 10. Give the dimensions of each
matching element (length and width). Include a method of dc biasing the tran-
sistor. What is the gain of the amplifier? Draw a complete RF and dc schematic
of the amplifier for Vpp = 15 V.

g_ |08 /180° 0.01 /0°
|1 /900 0.6 /—90°
Vps =5V Vgs=-15V  Ips=003A

4.14 (a) Design a 4-GHz LNA (low-noise amplifier) using the following packaged
FET and lossless microstrip lines. Give the complete RF and dc schematic.
Give the width and length of each matching element.

. [0.65 /—145° 0.125 /7° }
3.34 /58° 0.37 /—84°
Power supply = —12 V
Fiin = 0.80 dB Vps =3V
Lo, = 0.46 /143° Ips =20 mA
R, =12Q Ves =—1.0V
Assume that a low-noise design is stable.

& =256=k h =0.031 in.

(b) Redesign the input with lossless lumped elements.
(¢) What is the gain of this amplifier (transducer power gain) in decibels?

4.15 Design a two-stage low-noise amplifier using the following GaAs FET at f =
8 GHz using microstrip line matching elements:

G 0.7 /—135° 0.01 /60°
| 1.4 /45° 0.6 /—90°

leIl=2dB VDS =4V

M
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FOn =0.6 {1350 IDS =20 mA
R,=25Q Vgs=—15V

(a) Calculate k and G,,, or G, in decibels.

(b) Design M; for a low-noise figure.

(c) Design M, for a low-noise figure (assume that S;, = 0, if convenient).
(d) Design M; for gain (assume S;; = 0).

(e) Calculate the amplifier noise figure.

(f) Calculate the amplifier transducer gain.

(g) Design the bias circuit for Vpp = 15 V.

(h) Draw the complete amplifier schematic.

4.16 A two-stage low-noise amplifier is to be designed for the minimum possible
noise figure. The noise parameters and S parameters are given below (at the
low-noise bias point). Design M, M,, and M3 using transmission line match-
ing circuits. Calculate the total amplifier noise figure and the total amplifier
transducer power gain.

f=GHz Z;=50%

Noise parameters:

Fin = 3 dB
R, =30Q

Y,

0 0.23 — j0.55
Yo

Sz[o.sﬂ’ 0 }

1.414 /60° 0.9 /—50°

4.17 Using the AT-10600 FET at 3 V, 10 mA, with low-noise bias, design a four-
stage distributed amplifier for 1 to 18 GHz.
(a) Use Cappep in the drain to equalize the phase velocities.
(b) Use L, in series with the drain to equalize the phase velocities.

G=6+0.7dB |S11] < 8 dB Return Loss
NF < 8 dB |S5,| < 8 dB Return Loss
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Using the AT-8251 GaAs MESFET at V;;, =5V, I; = 50 mA, and f = 4 GHz,
design a one-stage high-power amplifier for maximum dynamic range. Estimate
the gain, the dynamic range, and the spurious-free dynamic range.

R,=15Q R,=35Q
Gmax = 12dB  Fypin = 1.0 dB

To, =03 <18 Ty =0.5 /60
Py ase =21 dBm

Using the AT-8251 GaAs MESFET at V;; =3 V, I; = 20 mA, and f = 8 GHz:

(a) Design a one-stage low-noise amplifier with ',y = 0; give the gain and
noise figure and Tj,.

(b) Design a one-stage low-noise amplifier with I'y, = 0; give the gain and noise
figure and ["gy.

(c) Repeat design with 'y, and Iy, both low; give the gain and noise figure.



CHAPTER 5

IMPEDANCE MATCHING

5.1 INTRODUCTION

This chapter describes more of the tools needed for RF/microwave design, including
the impedance matching techniques using a Smith chart. The match is accomplished
using lossless elements, either lumped or distributed. For a two-element match, we use
an L network. Sometimes the match may be done with a single lumped or distributed
element. Examples of these techniques will be illustrated in this chapter, including
broadbanding techniques.

5.2 SMITH CHARTS AND MATCHING

The most important tool for the microwave designer is the Smith chart, or transmis-
sion line calculator, which was first presented in the United States by Philip Smith in
1939 [5.1, 5.2]. Prior to this date, the same chart was published in 1937 in Japan (in
Japanese) by T. Mizuhashi [5.3], thus giving it the name Mizuhashi—Smith chart [5.4],
usually shortened to Smith chart in most of the literature. This is a bilinear transfor-
mation between the infinite Z or Y plane to the finite reflection coefficient plane. The
relevant equations are

Z-7Z

r= 0 5.1)
Z+7Z

Z 14T 52)

Zo 1-T '

Microwave Circuit Design Using Linear and Nonlinear Techniques, Second Edition
by Vendelin, Pavio and Rohde
Copyright © 2005 John Wiley & Sons, Inc.
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The Smith charts for |[I'| =1 and [I'| = 3.16 (or 10 dB) are given in Figure 5.1. The
first is used for passive impedance matching, and the second (a compressed Smith
chart) is useful for negative resistance (oscillators). The scale for |I'| is given at the
bottom left side of the chart, where 0 < |I'| < 1.

Impedance matching uses lossless elements (lumped or distributed) to move any
point in the Z-Y plane to any other point, usually the center of the Smith chart,

DATE

IAME TITLE DWG. NO.
MTH CHART FORM 82-BSPR(9-66)] KAY ELECTRIC COMPANY, PINE BROOK, N..t, ©1966. PRINTED IN USA

IMPEDANCE OR ADMITTANCE COORDINATES
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FIGURE 5.1 Smith charts. (a) |T'| = 1.0.
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FIGURE 5.1 Smith charts. (b) |T'| = 3.16. (continued)

where I' = 0, with two or more elements. This will be illustrated by a simple example,
which has many solutions using lumped elements, distributed transmission line ele-
ments (lossless), and a hybrid combination of both.

Consider the load marked by point A on the Smith chart as Z/Zy = 0.15 4+ j0.60 at a
frequency of 4 GHz, where Zy = 50 Q [5.5]. It is very helpful if you label your Smith
chart solutions alphabetically; this is a roadmap of how the solution was obtained, and
we urge you to adopt this practice. The four lumped-element solutions are given in
Figure 5.2. Some distributed and hybrid solutions are given in Figure 5.3. This problem
has 19 solutions, given in Table 5.1 (so far); in fact, there are probably an infinite num-
ber of two-element solutions if the characteristic impedance of the line is not restricted
to 50 Q. The best solution will depend upon bandwidth, dc biasing considerations,
and realizability. Often the best solution is the one with the least movement on the
Smith chart, since this usually results in the best performance over the frequency. A
computer is needed for designs over a wide frequency range, where the initial design
is first calculated at the center or high end of the band using the Smith chart.

There are many “tricks” to using the Smith chart efficiently for obtaining minimum-
topology designs, wideband designs, low-Q designs, single-element designs, and so
on. We usually look for narrow-band two-element designs which allow dc biasing and
perhaps ensure low-frequency stability. For broadband high-power designs where the
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match.

FIGURE 5.2 Lumped-element impedance
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FIGURE 5.3 Distributed and hybrid impedance match.
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TABLE 5.1 Solutions to Impedance Matching Example

Solution Number

Figure 5.3 Label

First Element

Second Element

0NN AW~

e S e S S Sy
O 00 JNWUNh~ WN R~ OO

A
B
Cc
D
D’
D"
D///
E
E’
F
F
F’
F///
G
G’
H
H’
1
I/

Zyp=50,1=0.1121
Zy =150, =0.163A
Zy=50Q,1=0.214x1
Zy =50 Q2,1 =0.362x1
Zy =150, =0.362A

C =0.84 pF
C =0.84 pF
Zo =50 Q, 1 — 0.4131
C =132 pF

Zy =50 2, | =0.464x
Zy =50 Q2,1 =0.464A

C =3.20 pF
C =3.20 pF
Zy =50 2,1 =0.132A
C =0.86 pF
Zo =50 2,1 =0.160A
C =125 pF
Zy=50Q,1=0.1781
C =1.64 pF

C =0.295 pF
Zo =154 Q, 1 = 0.2505
L =528 nH

Zo =150, 1 =0.057)
L =0.74 nH

L =0.78 nH

Zy =60 Q, [ =0.064x1
Zy=16.6 2,1 =0.2501
Zy=19.6 @, 1 = 0.2501
Zy =50, =0.192x

C =2.1 pF

C =1.89 pF

Zy =50, =0.186x
C =0.64 pF

C =0.64 pF

Zy =81, =0.2501
Zy =281 2,1 =0.2501
L =246 nH
L =246 nH

FIGURE 5.4 Smith chart Q plots.
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FIGURE 5.5 Low-impedance broadband match.

impedance to be matched is very low, we need to keep the Q low for best matching
over a broad frequency range, where Q on the Smith chart is given in Figure 5.4. The
matching for a broadband high-power design is given in Figure 5.5, where we have
used six elements instead of two to keep the circuit Q low. Single-element matching
is an extension of A/4 matching, where this has been previously explained in Ref. 5.5
and later in this chapter.

5.3 IMPEDANCE MATCHING NETWORKS

The general design problem for amplifiers, oscillators, and mixers is to impedance
match the device to the 50-€2 port impedance or to move any point on the Smith chart
to any other point with:

1. Lossless lumped elements

2. Lossless transmission line components, including parallel open and shorted stubs,
usually using microstripline

3. A hybrid design consisting of a combination of the first two categories

Some authors [e.g., 5.6—5.10] include series matching stubs in categories 2 and 3; in
practice, this is impossible to build, so we recommend ignoring this form of impedance
matching. If it cannot be realized physically, it is of no value to the design engineer.
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Pozar points out in a private communication that series stubs can be realized in CPW,
but no working circuits have appearel in the literature at the time of this writing.

5.4 SINGLE-ELEMENT MATCHING

Single-element matching is a special case of a quarter-wavelength matching circuit,
where the load impedance has already been moved over a portion of the A/4 matching
line. An example of this is given in Figure 5.6 [5.11]. This type of single-element

l—z—l Zy=2250
T Bl = 47°
8L, = 137°
Z, =15 + jl15Q
IR R
o Z =15 -/150

Tin =0 )

FIGURE 5.6 Single-element matching.
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matching is only possible if the load falls within the » = 1 circle or the mirror image
of that circle, which is always a useful graphical aid. The graphical solution proceeds
as follows [5.11]:

1. Draw the line between Z; and the center of the chart.

2. Draw the perpendicular bisector to locate C on the real axis.

3. Determine the characteristic impedance of the matching line from
z
L= i)'
Zy

4. Renormalize Z; to Zr.

Move toward the generator until the real axis is intersected at r;.

o wn

. Renormalize from Z; to Zj, which produces the center of the 50-€2 chart.

For this example the single-element matching section has Zy = 0.45, Zg = 22.5 Q,
and Bl = 47°; if Z; is the conjugate, the length is Bl, = 137°.

There are many designs which accomplish the Z; match using the three techniques
described above, where the design may begin in either the Z or Y plane. In Ref. 5.1 we
show 17 solutions, which are repeated here in Table 5.1 along with 2 more solutions
(DD and DD'); all of these solutions are valid, but some are more appropriate than
others. Look for the minimum movement on the Smith chart which produces the
widest bandwidth.

5.5 TWO-ELEMENT MATCHING

Consider the matching circuits to be L networks, either a series/shunt lossless network
for Z,; inside the 1+ jx circle or a shunt/series lossless network for Z; outside the
1 + jx circle. An analytic or graphical solution may be easily found for the match to
the center of the Smith chart. The analytic approach for the series/shunt L. network
is [5.6] .

Zo = jX + - : 53
0TI TR /R X, -3

which states that the impedance looking into the matching circuit followed by the load

impedance must be equal to Z,. Rearranging and separating into real and imaginary
parts give two equations for the two unknowns X and B:

BXRy — X1Zo) =RL — Zy 54

X(1 —-BX.) =BZyR, — X (5.5)

Solving Eq. (5.4) for X and substituting into (5.5) radical gives a quadratic equation
for B:

X, + «/RL/ZO\/Ri + X2~ ZyR,
B =
R? + X2

(5.6)
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Note that since R, > Z, the argument of the second square root is always positive.

The series reactance is
1 X.Zo Zo
X=—+ E—— (5.7)
B ' R, BR,

There are two solutions for B and X, where the numbers may be positive (shunt C,
series L) or negative (shunt L, series C).

In a similar way, consider the shunt/series L network, which implies R; < Zj. The
admittance seen looking into the matching network followed by the load impedance
must equal 1/Zy:

1
JjB + (5.8)

Zo 7 TR+ X+ X1)

Rearranging and separating into real and imaginary parts give two equations for the
two unknowns X and B:

BZo(X + X1) = Zo — Ry (5.9)
X + X, = BZoR, (5.10)

Solving for X and B gives

X =+J/(R,) (Zo— Ry) — X1, (5.11)

v (Zo— Rp)/Ry
Zy

B=4=4 (5.12)
Since R;, < Zy, the arguments of the square roots are always positive.

Although both analytic and graphical techniques are available, the graphical approach
seems to provide more insight into the bandwidth of the solution. This has already been
demonstrated for the example of Z;/Zy = 0.15 4 j0.6; see Figures 5.2 to 5.3.

5.6 MATCHING NETWORKS USING LUMPED ELEMENTS

Up to frequencies of about 1 GHz, lumped elements are most often used. With modern
microwave integrated circuit technology, lumped elements may be used even into the
millimeter-wave region.

If the load impedance is inside the 1 + jx circle, you must start in the Y; plane on
the Smith chart. There are two values of B which move you to the mirror image of the
1 + jx circle (a very useful graphical aid). Next you move to the Z plane and add the
appropriate value of X to find the center of the chart There are only two solutions for
this problem.

If the load impedance is outside the 1 4 jx circle, there are four solutions as shown
in Figure 5.2.

Engineers often try to find an equivalence between lumped and distributed trans-
mission line elements. This is not recommended, since they have different movement
on the Smith chart. If you choose to ignore this warning, a rough equivalence between
a series inductor and a series transmission line is

joL = jZytan(Bl) (5.13)
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and a shunt capacitor is roughly equivalent to a shunt open-circuited transmission
line by
JjoC = jYytan(Bl) (5.14)

There is no equivalence for a series capacitor, but the case of a shunt inductor may
also be approximated by Eq. (5.13).

5.7 MATCHING NETWORKS USING DISTRIBUTED ELEMENTS

For this case, you locate the load impedance on the Smith chart (point A) and draw
the voltage standing-wave ratio (VSWR) circle of the constant-reflection coefficient.
When you intersect the mirror image of the 1+ jx circle, you move to the Y plane
and complete the match with either an open or shorted shunt stub. This was previously
illustrated in Figure 5.3.

Before you attempt to draw the mask, you must consider junction effects where the
microstrip line elements are joined, for example, a tee or cross junction. Generally,
CAD is used to include these effects below 10 GHz, but as the frequency increases, a
more accurate solution will include a 2-14 or 3D solution for the S parameters of the
matching networks. This step is very time consuming and adds very little knowledge to
understanding the circuit frequency response. Even a right-angle turn in the microstrip
may introduce unwanted reactance effects which must be accounted for. The optimum
miter is 0.7 instead of 0.5—the logical choice [5.12]. Think of the signal propagating
along the center of the microstrip. If a 90° turn is made, the signal should continue
down the center line as a first approximation. Since there is extra capacitance at the
turn, we must compensate for this by reducing the capacitance or narrowing the metal
at the turn or perhaps curving the turn, which produces a different discontinuity. The
junction effects were previously discussed in Chapter 2. The computer will include
these effects for you, but the engineer must understand why this extra cut for the miter
or chamfer is made. The computer will even generate the final mask when the design
is completed.

5.7.1 Twisted-Wire Pair Transformers

Twisted wires form a transmission line with many applications, including impedance
matching and baluns. The frequency barely extends into the microwave range, currently
with an upper limit of about 2 GHz. The literature has many excellent explanations
which explain the impedance-transforming properties of these multiple-transmission-
line circuits.

A classic reference on this topic is Ref. 5.13, which points out there are two basic
analyses of this technique [5.14, 5.15], Guanella and Ruthroff. One employs the con-
ventional transformer that transmits energy to the output by flux linkages; the other
uses the transmission line transformer to transmit energy by a transverse transmission
line mode. The first method will give very wide bandwidths; 2 kHz to 200 MHz is
possible. The second method gives even wider bandwidths and greater efficiencies.

Ideal transmission line transformers (method 2) can be realized by two parallel
lines, a twisted pair of lines, a coaxial cable, or a pair of wires on a ferrite core
[5.16]. An analysis for a transmission line transformer which produces a 4:1 (or 1:4)
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FIGURE 5.7 Analysis of the 4: 1 transformer.

(a) (b)

FIGURE 5.8 (a) Physical two-wire transmission line transformer and (b) equivalent formal
representation.

impedance transformer is shown in Figure 5.7. The analysis is found in a later section
of this chapter. Some physical realizations are shown in Figure 5.8. By increasing the
number of transmission lines, the impedance ratio may be increased by n?; thus three
transmission lines may produce a 9:1 impedance transformation, four transmission
lines may produce a 16: 1 transformation, and so on.

5.7.2 Transmission Line Transformers

Transformers are very useful circuit elements because they can provide a discrete
impedance transformation over a very wide bandwidth. The 4:1 transformer is the
most common of all. Several forms are given in Figure 5.9 [5.16, 5.17].

An analysis of the currents and voltages in the 4: 1 transformer explains how the
impedance transformation occurs. Referring to Figure 5.7, assume a resistive load R
is added to the circuit. If a current / is flowing through the load causing a voltage V
across R, the same voltage will be impressed across the secondary of the transformer.
Since the turns of the secondary and primary are identical, the voltage V will also
be impressed across the primary. The voltage at the input of the transformer is the
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}.__
]_____

T
I—__1 }.._.

FIGURE 5.9 Configuration of 9:1 transformer.

sum of the voltage across the transformer primary and Ry, or 2 V. If a total current
I is to flow through R;, one-half must be provided from each transformer winding.
Therefore, the input impedance will be 2 V divided by 1/2, or 4R, . Similar results are
obtained from Figure 5.9, where a 9:1 impedance transformer is given.

The bandwidths of these types of transformers can be more than two decades if
the transformer interconnects are short and the transmission line impedance is the
geometric mean between the input and output:

Zy =+ RinRy (5.15)

Similar techniques may be used to design balun transformers to convert a balanced
load to an unbalanced system. A good example of a 1: 1 balun is shown in Figure 5.10,
where a balanced 50-€2 load is transformed to an unbalanced 50-€2 load. Baluns are used
extensively in balanced mixer circuits (see Chapter 11 for further details). Quarter-wave
transmission lines also provide useful impedance transformers, as mentioned earlier in
Section 5.4. A simple application of this concept to a push—pull amplifier is shown
in Figure 5.11. If the input and output impedances of the amplifiers are 6.25 €2, the
total balanced impedance is 12.5 €2; thus a quarter-wave 25-2 transmission line will
transform the low impedance of the power amplifier to 50 2. This simple concept
is widely used to double the output power of the single-stage power amplifier, with
many inherent advantages, including wider bandwidth (compared to paralleling the
transistors), reduced even-order harmonics, better efficiency, and reduced common-lead
inductance.

5.7.3 Tapered Transmission Lines

There are at least three types of tapered transmission line designs which produce a good
broadband match. These are the simple triangular or linear taper, the exponential taper,
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(a)

Ry, Dipole Antenna

i
4|

li
1

Feed Line

(b)
FIGURE 5.10 Simple balun transformer.

:|1
I

Out

e ]
o m—

FIGURE 5.11 Push-pull amplifier using quarter-wave baluns.

and the Klopfenstein taper, which produce very similar results [5.6, 5.7]. In microstrip
circuits, this type of matching is rarely used because it is very difficult to tune. The
tuning needs to be done on the computer, but if the S parameters of the transistor are
not accurate, this exercise may be unproductive.

In a broadband multisection quarter-wave matching circuit, there are n sections of
line designed to keep the maximum reflection coefficient at some maximum value
in the passband. The tapered transmission line is an approximation of this circuit, as
shown in Figure 5.12. Other forms of tapered transmission line designs available on
Serenade/Design Suite from Ansoft are as follows:

1. Linear taper with W as variable
2. Linear taper with Z, as variable
3. Exponential taper with W as variable
4. Exponential taper with Z, as variable

These four cases are compared in the example described in Figure 5.13, where the
performance is very similar. The frequency response is high pass in this design. The
length of the taper is crucial in these designs. As the length is increased, the frequency
response goes lower (obviously). The nominal length for a 10-GHz design is about
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Z3

2y

Zo Z|_ < ZO

FIGURE 5.12 Comparison of multisection quarter-wave matching and tapered matching.

A/4 — A /2, which is calculated for a dielectric constant of 10 for a 50-£2 line as follows:

Ao 7.5
410467 x 2.54
where 6.7 is the effective dielectric constant for alumina (¢, = 10) and a 50-2 microstrip

line. Therefore the calculations have been done for a taper of 200 mils in length, which
seems to give the best performance.

=0.114 in.

5.8 BANDWIDTH CONSTRAINTS FOR MATCHING NETWORKS

When considering broadband matching, the engineer is faced with the trade-offs of
a single-section quarter-wave transformer, which has a fractional bandwidth given
by [5.6]

Af 4 o Twx2JZyZ,
— =2 — —cos

fo ~ om JT1=T2|Z;, — Zy|

or a multisection quarter-wave transformer of either the maximally flat (binomial
transformer) or the Chebyshev (equal-ripple) types, which have fractional bandwidths

(5.16)

of [5.6]
1/N
AF _ 2 — 4 cos™' [ 1/2 (F—> (5.17)
fo n |A]
Af 46,
— =2--" 5.18
% - (5.18)

or the three tapered designs discussed in the previous section of this chapter. A
simple example will illustrate these concepts. Design a single-section quarter-wave
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W: 18.7mil W: 18.7mil
P1 . ; wi:18.7mil o P3 . ; w1:18.7mil
P:50mil 0
m w2:98mil € 2 P-50mil w2:98mil 2
P:200mil P:200mil
type: WLIN type:WEXP
n2 -
trl @ —
o W: 18.7mil 1:50 " W: 18.7mil - 50
P:50mil Il %] P . H ri: %]
m r2:18 02 P:50mil r2:18 £
P:200mil P:200mil
type: ZLIN type:ZEXP
= 1 MS
HU:200mil
FREQ R ]
Linear 4
H:20mil ER:10
A
Step 1 Ghz 20 Ghz 100 Mhz label :sub
(a
0.60
Ai‘\
0.50 A
0.40 Y
ANAY
A\
A\
T 0.30 W
LARN
ARY
\\\\\\\I 2 P
0.20 N 7
ARAN rd ] § P4
A\ / . NN
A\ \\ > /7 | P
0.10 AT A NN
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Frequency [GHz]
(b)

FIGURE 5.13 Four matching circuit responses for taper design example.
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15
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(0)
FIGURE 5.13 (continued)

transformer which matches a 15-Q load to 50  at 10 GHz. Find the fractional band-
width where VSWR < 1.22, Zr = /50 x 15 = 27.4 Q. The maximum value of I" is
(VSWR — 1)/(VSWR + 1) = 0.10. The fractional bandwidth is

Af ) 4 < 0.10 ) 27.4 > 0.20
— = — — arcCoS | ——= X X — = U.
Jo T /1 —=0.01 [15 — 50|

or a frequency range of 9 to 11 GHz. This circuit response is plotted in Figure 5.14.
If we repeat the design with a three-section maximally flat or binomial transformer
design, A = 11—6 ln(%) = —0.0752, and the fractional bandwidth is:

A 4 0.10 \'/?
—f =2 — — arccos | 0.5 =0.74
fo b4 0.0752

or a frequency range of 6.3 to 13.7 GHz, which is also plotted in Figure 5.6. The
required characteristic impedances are

15
InZ, =1n50+2*31n% =376l Z; =43 Q
. 15
InZ, =In43+273 x 3ln% =3308 Z,=273%

15
InZ; =n27.34+273 x 3Ings =2854 Z;=174Q
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1
L
+ Term TLIN + Term
Termi1 TL1 Term2
Num=1 Num=2
Z=27.3 Ohm
L Z=50 Ohm E=90 L Z=15 Ohm
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0
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~ —20
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TL3
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E=90

F=10 GHz

—20 |

dB(S(1,1))
5
| I

1

—60

10 12
freq, GHz

(b)

Term
Term2
Num=2
Z=15 Ohm

FIGURE 5.14 Multisection quarter-wave matching response for design example: (a) single

section; (b) maximally flat three-section design; (c¢) Chebyshev three-section design.
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FIGURE 5.14 (continued)

TABLE 5.2 Load 0,

Low-pass (LP) capacitor owRC
High-pass (HP) capacitor 1/wRC
LP inductor oL/R
HP inductor RioL

For the three-section Chebyshev or equal-ripple case, using Table 5.2 of Ref. 5.6 by
interpolation for I',, = 0.10 we find

Zl Zz Z3
— =131 — =1.80 — =252
ZO ZO ZO

So the characteristic impedances are
Z,=378Q Z, =27 Q Z;=19.7 Q

very similar to the maximally flat design. A computer plot of each of these three cases
illustrates the bandwidth variations (Fig. 5.14). The bandwidth for the single-section
design is 0.20, for the three-section maximally flat design is 0.74, and for the three-
section Chebyshev is 1.10 at the expense of the ripple of +0.05 in the passband. A
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comparison to the tapered design is given in Figure 5.14 using Serenade for the same
design problem using a 20-mil alumina substrate. More bandwidth may be achieved
from either the maximally flat or Chebyshev designs by using more sections and
allowing more ripple. The tapered designs are high pass while the previous designs
were bandpass. The best response for the tapered design was obtained for the lin-
ear tapers as opposed to the exponential cases. Some useful references in this area
date back to 1938 [5.8, 5.9]. The limitation on broadband matching is given by the

Bode—Fano limit:
|Tminl = exp (——nQ2) (5.19)
01

where Q) is the load Q and Q5 is the circuit Q. The load Q is given in Table 5.2 for
the four possible cases. The circuit Q is

_ o _ fo

Q> = Af - BW (5.20)

The exact integrals are referred to as Fano’s limit, and they can be found in Refs. 5.5
and 5.18.

0.30nH

l 0.50 pF

15 ohms

(a}

FIGURE 5.15 Broadband match to MESFET input.
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Open stub
50 ohms, 45°
at 13 GHz

0.30 nH

o— 411A

Shorted stub 0.50 pF
50 G 50 ohms, 45° %

at 13 GHz
15 ohms

(b}

FIGURE 5.15 (continued)

Another broadband matching example is the 8 to 18-GHz match to a CS, GaAs
MESFET, shown in Figure 5.15. The first element is the gate-bonding inductor of
0.3 nH, which series resonates the circuit. Next we add a A/8 open stub to approx-
imately match 18 GHz and a A/8 shorted stub to approximately match 8 GHz. The
final element is a A/4 matching element for 13 GHz. Since there is a Cross parasitic in
the design, this must be incorporated in the final circuit, which is optimized for best
performance. The optimized design is given in Figure 5.16, including the microstrip
cross. Further details of this design are found in Ref. 5.5.

Notice that for this design || is calculated as follows:

1 1
0 = T =57 X (13 x 10”)[(0.5 x 107'%) x 15] = 1.63
13
=—=13
0> 00
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FIGURE 5.15 (continued)
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FIGURE 5.16 Broadband match to MESFET input with microstrip cross included.
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Impedance, Z, Width Length
Element Q) (mils) (mils)
Cascade line 29 32.6 66.7
Open stub 100 2.0 62.8
Shorted stub 100 2.0 18.5
(d)

FIGURE 5.16 (continued)

but the final performance gives a larger result of about 0.3. It becomes very difficult
to approach Fano’s limit.

From a practical point of view, a good choice for broadband matching is a low-pass/
high-pass circuit, where there is at least one inductor to ground to ensure low-frequency
stability. There is no theory here, just common sense. Any point on the Smith chart
can be matched with two elements in either a low-pass structure or a high-pass
structure. Combining both types of circuits will result in broader bandwidth results.

Also, the minimum movement on the Smith chart will usually result in the best
bandwidth.
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PROBLEMS

5.1 Using the concept of single-element matching, derive the three-element
interstage-matching network shown.

Bl : Bl2 Blz = 27°
o— - I }—
A | Z, Z3 = 509

|

0

70

-

[{p—

|
I
I
!
1
]
[
|

0.3/-50° r=0'r=20 0.39/-126°
11 Pé
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5.2 Find a single-element transmission line that performs the interstage match shown.

8L
[ 1
o= T © Z -
Z B8l =
‘ o -0 I
0.30/50° 0.39/=126°
i I3

5.3 Complete or verify the following six interstage designs of f =4 GHz. Show
the six solutions on a Smith chart.

0_———-
Lossless
network
[0
Sz = 0.42/53° 8§11 = 0.68/-120°
0.108)
~ 0.50 A
0.185\
(@)
) Su
S
o
O-
~ 0.05\ ~ 0.30M
(c) 0.068\ VR )] 0.14) sn
o o
C L
S
(e) sy O 1
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54

5.5

5.6

5.7

5.8 (a)
(b)
(©
(d)

IMPEDANCE MATCHING

Design a three-element lossless lumped network M that matches the generator
to the load at 10 GHz. What is the maximum VSWR for 20% bandwidth?
Recommend modifications of M to increase bandwidth.

; 1
Is %50 0 : Lossless T 0.5 pF % 10
!
—

I
Load

—

——— — —— e ——

——
Generator

Repeat problem 3.8 with a single-element A/4 line and two elements of A/4 line
(i.e., match 50 €2 to 7.07 €2, then match 7.07 Q to 1 €2). Which circuit gives
the widest bandwidth?

Given Z; /Zy =1 — j1.2 with Zy = 50 Q:

(@) Find I', I';, UT'z, and UT;.

(b) Find Y;/Y, and Y/}/Y).

(¢) Find the admittance of 1/I"; and the admittance of 1/T°].

(d) Plot these eight points on a compressed Smith chart.

Match the following load to a 50-2 generator using lumped elements.

o——_
M
[o S ——
Iin =0 Tin = 0.5/45°
f =4 GHz

Design four lossless matching networks using lumped elements.
Using only 50-€2 transmission lines (lossless), design two matching networks.
Using any lossless transmission line, design two matching networks.

Using lumped and transmission line elements, design four matching networks.

M Z,/Zy=038 +i0.6
Z,=50Q
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5.9 Find a single-section element that matches Z; /Zy = 1.4 — j0.6 to a 50-2 gen-
erator (Zo = 50 Q).

s *

Fin=20

5.10 A low-noise amplifier is shown at f = 8 GHz for a 50-Q2 generator and load.
Find T",,, for this transistor.

1.1 nH

0.40 pF

'.._
LA l_‘

%1.4 nH
0.7 nH

5.11 For the following distributed circuit, find the input impedance at f =2 GHz
and f =4 GHz. Also calculate I';, at 2 and 4 GHz.

25Q
Ag/g at 4 GHz
)\g/A at 2 GHz

O | L
J) S |
00
100 @ 2
Ngrs at 4 GHz S
o—

5.12 Calculate Z;, for the following two microstrip circuits. Assume f = 10 GHz,
&, = 10, and h = 25 mils. Use Figures 1.24 and 1.25 to calculate Z, and k'.
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(a) F—IOS mius_,.|

75 mils
Zin l 1259
—_—

®) F—los mils —]

75 mils

5.13 Given a LNA design, find I',, for Zy = 50 Q. Assume f = 6 GHz.

50 @ 1.327 nH 1 p—O
M-
M

5.14 For the 4:1 transformer shown in Figure 5.7, calculate the output power P, =
1/2 |I,|>R;, where the frequency dependence of the transmission lines is used.
You will have three equations in the three unknowns I, I, and V,. The final
answer is

P, =1/2 |LI°R; =

12 (VP +cos®2R)  (p p 0 Z6) g
[2Rg(1 + cos0) + Ry cosO]? z?



CHAPTER 6

MICROWAVE FILTERS

6.1 INTRODUCTION

Filters are a crucial part of nearly every microwave system. The relatively high power of
a cell phone transmitter must be kept out of the sensitive receiver, and this is done with
a bandpass filter. The output of a microwave signal generator can include harmonics
potentially confusing to the measurements being made: A low-pass or bandpass filter
can clean this up. Transmitters of all kinds have stringent requirements on power
outside of the licensed spectrum. Again, the solution is a high-quality bandpass filter.

The design of filters is a topic for which many books have been written. In this book,
a number of simple practical design processes will be described which will solve most
basic filter needs. For more complete catalogs of filter design, the reader is referred
especially to a pair of books [6.1, 6.2] that are a good departure point for standard
designs. In addition, several books on microwave circuit design also include material
specifically on filters. Examples are books by Rizzi [6.3], Pozar [6.4], and Misra [6.5].
Later in the chapter, we will comment on complete synthesis techniques and software
that can make more sophisticated filter needs practical. In fact, it is possible to do a
lot of effective filter design using a basic spreadsheet program and the information
collected here.

There are several divisions in the approach to filter design. A very intuitively satis-
fying method known as image parameter design (see Section 2.12 of Ref. 6.2) was the
main approach for many years. In fact, it is still useful and is often included in filter
surveys. However, the second division, the insertion loss design method, is simpler to
learn and somewhat more flexible. We will explain that approach, realizing that there
might be times when the other is still of use.

Microwave Circuit Design Using Linear and Nonlinear Techniques, Second Edition
by Vendelin, Pavio and Rohde
Copyright © 2005 John Wiley & Sons, Inc.
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Design by insertion loss starts from a mathematical description of the overall desired
response, usually S»;(f) or some similar transfer property. From a prescribed response
such as maximally flat (Butterworth), equal ripple (Chebyshev), and so on, a low-pass
prototype is synthesized. Since this step of the process has been done many years
ago, we will not concern ourselves with how the filter element values were obtained,
just how to use them correctly. This is the subject of Section 6.2. Using frequency
transformations of various kinds, high-pass, bandpass, and band-stop filters can be
designed. That will be Sections 6.3 and 6.5. In microwave circuits, transmission lines
often make the best filter elements, so we will include the Richards transformation in
Section 6.4 to see how to design the most common microwave filters.

6.2 LOW-PASS PROTOTYPE FILTER DESIGN

A wide range of practical filters can be designed starting from normalized prototype
designs. In this section, the characteristics of such prototypes are explored and the
means of finding design values is described. A selection of tables of element values is
included as a starting point for design.

The design procedures in this chapter are all based on low-pass prototypes such
as are described below. In each of the designs, low pass, high pass, bandpass, or
band-stop, the response will be based on some sort of frequency transformation of
the low-pass response. To facilitate this, the low-pass responses will be given in a
normalized frequency variable, x. For each filter, the appropriate transformation from
x to the actual frequency being filtered will be given. Thus, we will start with the
responses in this normalized variable.

6.2.1 Butterworth Response

As its name implies, a low-pass filter (LPF) favors low frequencies over high. More
precisely, an ideal LPF would pass signals perfectly below some designated cutoff
frequency and stop signals perfectly above cutoff. Basic signal analysis shows that the
ideal is impossible, so we are left with the task of finding a realizable response. Without
going into the details of realizability theory, there is a broad class of functions which
meet this need. One of the simplest is the maximally flat, or Butterworth, response.
To describe this response, let us define some terms. The radian cutoff frequency is
w, = 21 f,. The normalized frequency variable will be x = w/w,. Note that the cutoff
in the normalized variable is x. = 1. Then, for an n-element filter, the filter response
will be

2 _
[S21(x) | = T

Figure 6.1 shows the maximally flat response in the passband for several values of
n. Several general characteristics should be noted. First, the edge of the passband is
always 3 dB down from the perfect response, which occurs only at dc. Second, more
elements give a larger portion of the passband with low loss. Third, Figure 6.2 shows
the stopband response, and more elements imply more selectivity (reduced signals in
the stopband). In practice, the cutoff frequency can be adjusted from the 3-dB point to



LOW-PASS PROTOTYPE FILTER DESIGN

S21 (9, %)
-4
-5
0 0.2 0.4 0.6 0.8 1.4
X
Normalized Frequency
FIGURE 6.1 Butterworth passband response.
0
L]
-10 )\
' \
L] .
L] "
851 (8,%) o0 “ '-_ My,
- [ "
821 (47 X) “ .x
e _30 5‘ . . [
S21 (9, %) ' " \
- [1 .
[ .
—40 L1 \
v . )
.
L]
-50 A
0 1 2 3 4 5
0 X 5

Normalized Frequency

FIGURE 6.2 Butterworth stopband response.

go=1
. ((2" — 1)71)
gr =2sin| —————
2n
gn+1:1

275

some convenient value to improve passband performance, but this has a trade-off in
stopband attenuation.

To be most useful, the prototype element values are usually designed for unity cutoff
frequency and unity source and load impedance. Under that rule, the element values,
known as g values, for maximally flat filters are
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g(n+1)

FIGURE 6.3 Low-pass filter: (a) prototype; (b) dual prototype.

where k = 1, 2, ..., n. The significance of the g values is as follows. Figure 6.3 shows
the two possible prototype circuits based on this set of g values. In Figure 6.3a, g
has the units of ohms. (This distinction becomes important later when impedance
scaling is to be applied.) The parallel capacitor immediately following has capacitance
C| = g farads. The next element is a series inductor, L, = g, henrys, and so on. The
last element is the load resistor. Its value is 1, but the question of units depends on
how many elements there are. The rule is that series (henrys or ohms) and parallel
elements (farads or siemens) alternate. Thus, a filter ending with a parallel C will have
a load resistance R, = g,+1 ohms. A filter ending with a series L will have a load
conductance G,4; = g,+1 siemens. We will see later how to scale the elements for
impedance and cutoff frequency so that reasonable element values can be obtained.

Figure 6.3b shows another possible circuit, one which is the dual of Figure 6.3a.
Now, all of the parallel capacitors are replaced with series inductors and vice versa.
The magnitude of the response of the two circuits is identical. One might be preferable
because of specific element values or some other consideration, such as the need to
reduce the number of inductors. Otherwise, they are equivalent.

Example 6.1 Butterworth Prototype Filter Even though the Butterworth proto-
type is a simple calculation, it is worthwhile to have an example. For n =5,

go=1=gs g1 =0.6180 = g5 g, =1.6180= g4 g3 = 2.0000

For n =6,
1
g():] = — g1=O.5176=g6 g2=1.4142=g5 g3=1.9319=g4

6.2.2 Chebyshev Response

The Butterworth response is a good starting point for learning to design prototype
filters because it is simple and the student can concentrate on the basic operations.
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However, the 3-dB cutoff or the need to readjust the passband to avoid that problem
limit the flexibility of the maximally flat filter. (There are special cases in which
the Butterworth response has advantages, but those are few and far between.) The
equal-ripple, or Chebyshev, response is a much more flexible one at the expense of
some complexity.

The basic Chebyshev response is based on the Chebyshev polynomial. The defining
response comes in two related parts. Inside the passband, for |x| < 1,

C,(x) = cos[n cos™' (x)]
Outside the passband, for |x| > 1,
C,(x) = cosh[n cosh™! (x)]

Strictly speaking, this is the Chebyshev function of the first kind. By careful application
of complex functions, one can easily see the linkage between these two formulations.

That these describe a polynomial is not obvious but can be seen from the following
sequence. For n = 0, Cy(x) = cos(0) = 1. Similarly, C;(x) = cos[cos™!(x)] = x. To
go further, we can make use of the following recursion relationship:

Cry1(x) =2xC,(x) — Cp_1 (%)

Now, the functions for all of the higher orders can be constructed from the first two.
By inspection, one can see that all higher functions will be polynomials in x. This
has special significance in realizability theory and is somewhat simpler than using
transcendental functions. For illustration, the next few functions are

Co(x) =2x> — 1

Cs(x) = 4x° — 3x

Ci(x) =8x* —8x2+1
Cs(x) = 16x° — 20x° + 5x

Note that the polynomial definitions apply equally well in the passband or in the stop-
band. These functions have the property that |C,(x)| is bounded by 1 in the passband
and grows without limit outside. To form a useful transfer function, one more param-
eter is needed. The extra control in design is the choice of the maximum loss in the
passband, referred to as the ripple. This parameter is usually specified in decibels. The
factor needed for the transfer response is usually labeled e. Its relationship to R, the

ripple in decibels, is
e =+eR/N0—]

Then, the response is

1
S 1__
1521017 = 7 00
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FIGURE 6.4 (a) Chebyshev passband response. (») Chebyshev stopband response.

Figure 6.4 shows the response for several filters with varying orders for a ripple of
0.1 dB. Figure 6.4a shows the passband characteristics of three filters, n = 3, 4, 9. The
higher order filter has more “ripples” in the passband, but it never exceeds the specified
loss of 0.1 dB. Figure 6.4b shows the stopband response for the three filters. Some of
the same trade-offs with Butterworth filters apply to Chebyshev designs. More sections
mean more rejection. There is now the possibility of trading ripple (quality of passband

response) for rejection (quality of stopband response). This makes a Chebyshev filter
more flexible for design purposes.
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Another trade-off is the complexity of calculating the prototype element values.
The g values can be calculated as follows. Let R be the ripple in decibels. Define the
following parameters:

_ ! —am (B
p=Mn (tanh (R/40 10g(e))> y = sinh <2n>

Then, for k = 1,2, ..., n, calculate the following coefficients:

2k — 1 k
ay = sin [7( )ni| bk = )/2 + Sinz <_T[)
2 n

n

Choose gy = 1. The first g value will be
aj

g1 =2—
14

Then, for k =2,3,...,n,
4ak,1ak

8k =
br_18k—1

The final g value will depend upon whether n is even or odd. For n odd, g, + 1 = 1.
However, even-order circuits must have loss at dc equal to the ripple, so a small
mismatch must be introduced. To do that,

1

Bl = Lanh? (B/4)

Table 6.1 gives the Chebyshev g values for a few combinations of ripple and order.
More complete tables can be found in Refs. 6.1 and 6.2. (When using Ref. 6.2, be
certain to use the correct bandwidth. All of the tables there are given in terms of a 3-
dB cutoff frequency. Figure 6.5 in Ref. 6.2 gives conversion values between the 3-dB
and the ripple cutoff frequencies.)

6.3 TRANSFORMATIONS

6.3.1 Low-Pass Filters: Frequency and Impedance Scaling

The g values are clearly not practical for real-world circuits because they are intended
for a theoretical 1-Q2 source/load and 1 rad/s frequency. To make a practical low-pass
filter, we need to include the actual desired cutoff and the load resistance. We will
assume here that source and load are resistive and have the same impedance. The
general rules are as follows:

1. Divide all element values by the radian cutoff frequency, w, = 27 f,. To find the
frequency response, use the normalized frequency variable, x = w/w,. This can
also be done in the standard frequency variable, x = f/f..

2. Multiply all inductance values by the source/load impedance.
3. Divide all capacitance values by the source/load impedance.
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TABLE 6.1 Chebyshev g Values

1 1 0.0960
2 1 0.4489
3 1 0.6292
4 1 0.7129
5 1 0.7563
6 1 0.7814
7 1 0.7969
1 1 0.2152
2 1 0.6923
3 1 0.8794
4 1 0.9588
5 1 0.9984
6 1 1.0208
7 1 1.0346
1 1 0.3052
2 1 0.8430
3 1 1.0316
4 1 1.1088
5 1 1.1468
6 1 1.1681
7 1 1.1812
1 1 0.6986
2 1 1.4029
3 1 1.5963
4 1 1.6703
5 1 1.7058
6 1 1.7254
7 1 1.7373

1.0000
0.4078
0.9703
1.2004
1.3049
1.3600
1.3924

1.0000
0.5585
1.1132
1.2970
1.3745
1.4141
1.4369

1.0000
0.6220
1.1474
1.3062
1.3712
1.4040
1.4228

1.0000
0.7071
1.0967
1.1926
1.2296
1.2479
1.2582

0.01 dB Ripple

1.1007

0.6292 1.0000

1.3213  0.6476 1.1007
1.5773 1.3049  0.7563
1.6897 1.5350 1.4970
1.7481 1.6331 1.7481

0.05 dB Ripple

1.2396

0.8794 1.0000

1.6078  0.7734 1.2396
1.8283 1.3745  0.9984
1.9183 1.5475 1.7529
1.9637 1.6162 1.9637

0.1 dB Ripple

1.3554

1.0316 1.0000

1.7704  0.8181 1.3554
1.9750 1.3712 1.1468
2.0562 1.5171 1.9029
2.0967 1.5734  2.0967

0.5 dB Ripple

1.9841

1.5963 1.0000

2.3661 0.8419 1.9841
2.5408 1.2296 1.7058
2.6064 1.3137 24758
2.6383 1.3443 2.6383

1.0000
0.7098
1.3924

1.0000
0.8235
1.4369

1.0000
0.8618
1.4228

1.0000
0.8696
1.2582

1.1007
0.7969

1.2396
1.0346

1.3554
1.1812

1.9841
1.7373

1.0000

1.0000

1.0000

1.0000

For example, let us choose a five-section Chebyshev filter with 0.1 dB ripple. For a
source and load of 50 2 and a cutoff frequency of 10 GHz, the actual L’s and C’s are

zZ
L =1Ls="25%%_0794nH
e
Cr=Cy= 22 — 0438 pF
ZO(UC
z
Ly =520 _ 1455 nH

wo
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FIGURE 6.5 Lumped-element low-pass filter: (a) example circuit; (b) response.

The dual network has the following L’s and C’s:
Ci=Cs5= 0.318 pF Ly=L4= 1.094 nH C3; = 0.582 pF

Figure 6.5a shows the schematic of the first filter. Figure 6.5b shows the S;; and
S>1 response of both filters. Note that the amplitude response is identical for both
dual networks.

6.3.2 High-Pass Filters

Low-pass filters are not the only types of filters that can be designed from the basic
prototypes developed in Section 6.2. There is a considerable variety of filters that
can be derived from the g values using frequency transformations. The simplest, of
course, was the frequency-scaled low-pass filter discussed in the preceding section. In
this section, we branch out to design a class of filters with a fundamentally different
frequency response.
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In the filter designs considered here, the normalized frequency variable will be the
starting point. The first task is to identify the key parts of the response. Then, they
can be modified using a mathematical transformation. Finally, the element values are
derived based on the transformation.

The behavior of the low-pass filter can be summarized in outline:

1. Perfect transmission at dc
2. Perfect rejection at infinite frequency
3. Some appropriate low loss at cutoff, x;p = 1

As a means of seeing the transition to high pass, consider an elementary low pass
filter consisting of a single series inductance, L. The reactance, X = wL, easily meets
criteria 1 and 2. The third requirement will be fulfilled by choosing the loss at cutoff
such that X = w.L. Now, consider the following frequency transformation:

1 U)c_fc

XHp = — = —
XLp w f

Compare the behavior of this new circuit with the low-pass one:

1. At zero applied frequency, the transformed frequency becomes infinite. If the
transformed filter is to be high pass, it needs to have high rejection. A series
capacitance will do this.

2. At infinite frequency, the series C will pass signals perfectly.
3. The cutoff value will be the same in both cases, leading to the rule that
1

Cap = —
Lyp

Note that, for the parallel elements in the low pass, the exchange is reversed:

Lo — 1
HP Cir

Including the effects of impedance and frequency scaling, the design of a high-pass
filter directly from the normalized g values is as follows:

Zo 1
Lj = C, =
W g gkchO

As an example, choose f. =2 GHz and n = 5. In a 50-Q system, the element val-
ues are

Ly =Ls=3.985nH C, =C4 =1.158 pF L3 =2.176 nH
As with the low-pass case, there is a dual configuration. For the same design parameters,

Ci=Cs=1594pF L,=L;=285nH C;=0871pF
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FIGURE 6.6 Lumped-element high-pass filter: (a) example circuit; (b) response.

Note that the range of the element values is roughly the same for a high-pass filter
as for a low-pass circuit of the same cutoff and impedance level. As with the scaled
low-pass design, the choice of which circuit to use can be made on criteria such as
convenient element values or convenient topology. Figure 6.6a shows the schematic
and Figure 6.6 the response of the scaled circuit.

6.3.3 Bandpass Filters

Many filtering applications require passing signals in a selected band. In basic terms, the
passband will be from f) to f,. For lumped-element filters, which we are considering
here, the band center will be f;, where

fo=vhHha

The bandwidth BW = f, — f;, with the usual order being f, > f;. The fractional
bandwidth is
w—BW— L=hHh _fH-h

T h VB
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The normalized frequency must be calculated so that dc in the low-pass filter is at the
band center and the cutoff is at both band edges. This will be true if the frequency

transformation is
———
wlfo f

Substituting the definitions in terms of f; and f, will show the following:

When f = f, x = —1, which is still cutoff for the low-pass prototype.
When f = f,, x = +1, also cutoff.

When f = fy, x =0, as desired.

When f = 0, x becomes infinite.

wook v =

When f becomes infinite, x also goes to infinity.

The element values are a little more complicated for the bandpass filter. To summarize,
the design procedure is as follows:

1. Design a low-pass filter with f.1p = f> — fi. Impedance scaling can be per-
formed at this step or done later.

2. For each element in the low-pass filter, resonate with the appropriate element at
the center frequency, fy. That is, for a series L, add a series C with

C— 1
B a)%L
and for a shunt C, add a shunt L with

I 1
N a)(z)C
For example, let n = 3 with 0.01 dB ripple and a passband of

f1 =500 MHz f>» = 1000 MHz BW = 500 MHz
fo =707.1 MHz w = 70.7%

First, the LPF design for cutoff = BW,

Z
L= 2% 1001 nH=L; Ci=—22 _ —6.178 pF
2r BW Zo2r BW
Resonating each element at the center frequency,
C 5.059 pF=C L ! 8.2 nH
= — =15. = = = 0.2 1n
] a)(z)L] P : g w(2)C2

Figure 6.7 shows the resulting schematic and response.
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FIGURE 6.7 Lumped-element bandpass filter: (@) example circuit; (b) response.

For another example, an n = 3 filter has the following specifications:

fi =824 MHz f>» =849 MHz Jfo = 836.4 MHz
BW =25 MHz Ripple = 0.01 dB

The Chebyshev g values are g; = g3 = 0.62918 and g, = 0.97028. Then, the elements
of the low-pass filter are

Ly = L3 =200 nH C, =123 pF
Resonating the L’s with C’s and the C with an L, we add
C; = C; =0.1808 pF L, =0.2931 nH

Note that the element values for this filter, which is pretty narrow in bandwidth, have
a much larger range than previous filters. In fact, the large elements would likely have
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resonances in the passband, while the small elements would be difficult to realize
precisely. The design detailed above will work reasonably well for large-bandwidth
filters. We will develop a design procedure for narrow-bandwidth filters which is much
more practical by using coupled resonators.

6.3.4 Narrow-Band Bandpass Filters

To deal with narrow-band bandpass filters, it is useful to think of the filters in terms
of coupled resonators of identical topology. For example, we will consider resonators
consisting of a parallel LC topology. The resonators will be connected with coupling
elements, which can be series or parallel, and L or C, as long as the coupling between
resonators is small. We will stick to series C coupling in our example, but the coupling
can be varied. Finally, to realize resonators of practical values, we will transform the
impedance level of the filter using transformers or approximations to transformers.

One of the advantages of this approach is that there is flexibility in the types of
elements used for resonators. The discussion here will be in terms of LC resonators,
but quarter-wavelength or half-wavelength transmission lines would do as well. The
common thread linking various types of resonators is the reactance slope parameter for
series resonators and the susceptance slope parameter for parallel resonators. The gen-
eral definition will serve to analyze specific resonator topologies. For series resonators,
the reactance slope parameter is

wo dX

T2 do

w=wg

where w = 2x f is the radian frequency variable, wy is the radian resonant frequency,
and X is the reactance of the resonator. The dual case is that of the parallel resonator:

,3—de
T2 dw

wW=w(

For example and for later use, let us find the susceptance slope parameter of a parallel
LC circuit. We start by finding the susceptance:

1 a)%C
B=0wC— — =wC — ——
wl w
dB 2
2 _—c4c (3) —2C
dw w0 wo
w=wy

wo
IB 2 0 a)()L

By a similar process it can be shown that, for a series resonator,

a:wOLz—C
wq

The advantage of this approach is that any kind of resonator can be used as long as
we can calculate the appropriate slope parameter.
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Another change of outlook for narrow-bandwidth bandpass filters is the use of
normalized k (coupling) and ¢ (quality factor) values. For a full discussion of these
parameters and an extensive set of tables, see Zverev [6.2]. For the purposes here, we
will relate them to our standard g values. For an n-resonator filter, the normalized ¢

values are ¢; = g; and ¢, = g,,. Then, for j = 1,...,n — 1, the normalized coupling
values are 1
ki) = ———
RN

For example, if n = 5 and Ripple = 0.1 dB,

k1 = g1 =85 = k5 = 1.146813

1
kip = = 0.797446 = kys
V8182
1
koz = = 0.607664 = k34
/8283

The narrow-band bandpass filter design method is as follows:

1.

Choose the passband parameters f; and f;, the order of response n, and the
type of response (Chebyshev, Butterworth, etc.). From this, the center frequency
Jfo=+fifo and wy = 2 fy and the bandwidth BW = f, — f| are calculated.

2. Calculate the appropriate g values and, from them, the normalized k and g values.

. Choose the desired node capacitances, CN;. (They can be all the same or varied.

The main criterion is practicality of the capacitance for the application. Note that
the actual capacitor values will be adjusted slightly.)

. From the node capacitances, calculate the resonator inductance values:

1

Note that the inductance can be chosen and the node capacitances calculated if
desired.

. Calculate the capacitances coupling resonators: For j =1,2,...,n

BW
Ccj =CNjkj jt <—f ) VCN;CN i
0

. Each resonator needs to resonate at the center frequency, wy. However, the adja-

cent circuit elements will affect this frequency somewhat. An approximate means
of compensating for this is to consider the adjacent coupling capacitors to be
shorted to ground, which is usually a good estimate. Then, the actual resonator
capacitances will be

C1 =CN1 —CClz
Cn ZCNn —CC,,,L”
CjZCNj—CCj,Lj—CCj’H,l forj=1,2...,n
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7. The impedance level of the filter has been arbitrarily set to ensure reasonable
resonator element values. For narrow-bandwidth filters, this usually means a
very high source and load resistance for good match. To adjust this to 50 €2 (or
other useful resistance), we must insert a transformer at each end. Fortunately,
a capacitive IT network can be used in place of an actual transformer. Finally,
the IT network can be represented by only a single series capacitance. This is
especially useful for narrow bandwidths. First, the resistance the filter naturally
wants to see is found:

fo
R, = 22 )L
r= ool (BW !

If the g values and the end-resonator values are not equal, a separate load will
be needed for each end. Then, the transformer end-section capacitance will be

1 1
Co=— |——r
wo\ Zo(R; — Zo)

8. As a last step, the end resonators must be adjusted slightly, since they will see
a little capacitance through the end section. This equivalent capacitance is

1
C WC.ZE+1/C,

G
Then, the end-resonator capacitances are adjusted:

CIZCI_CI Cn:Cn_Ct

The following example will illustrate the calculations. The number of resonators is
n = 3 with 0.01 dB ripple. The g values are

From these, the k£ and g values are
q1 = (43 = 1.03516 k12 = k23 = 0.91757

The passband will be from 824 to 849 MHz, leading to fy = 836.4 MHz and BW =
25 MHz. The node capacitances are chosen to be CN; =2 pF for j =1, 2, 3. The
resulting node inductances are 18.1 nH. The coupling capacitances are Cj; = Cy3 =
0.051 pF. The end capacitance for the impedance transformation is C, = 0.588 pF.
After the final adjustments, the resonator capacitances will be

C,=C3=1222 pF C, = 1.725 pF

Figure 6.8 shows the schematic of the filter and the resulting frequency response.
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FIGURE 6.8 Lumped-element bandpass filter: (a) example circuit; (b) response.

6.3.5 Band-Stop Filters

In many applications it is desirable to filter out selected frequencies or bands of fre-
quencies. The passband now splits into two passbands, mirrored about the stopband.
The first passband looks very much like the traditional low-pass passband, going from
dc to the lower edge of the stopband, fi. The stopband goes from f; to the upper
edge, f>. The normalized transformed frequency is

w

=%
flfo— folf

To calculate the element values, we again start with the prototype low-pass filter, the
g values. As with the bandpass filter, each element is resonated at f;, which has
now become the middle of the stopband. The parallel elements consist of a series LC
resonator, while the series elements are a parallel LC resonator. Specifically, for the

parallel branch j,
Zz wg;
L= 22 c;, =81
wg ;wo woZy
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FIGURE 6.9 Band-stop filter: (a) Schematic. (b) Response.

where wy = 27 fj is the radian center frequency. Figure 6.9a shows the schematic for
a three-section band-stop filter with the following specifications:

fi =800 MHz f>» = 1200 MHz Jfo=979.8 MHz
w = 40.8% n=3 Ripple = 0.1 dB

The element values for a series—parallel—series filter are

zZ
Li=1Ly=28%0_ 347 0H
o
1
Ci=C3=—— =771 pF

wawog1Zo
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Zy
L= — 17.34 nH
wgrwo
C, = 282 _ 150 pF
C()()Z()

Figure 6.9b shows the response of the filter. Note that the equal-ripple responses are
from dc to f; and from f; to infinite frequency. The stopband has perfect attenuation
at fo and moves monotonically down away from fy. The attenuation at f; and f; is
equal to the ripple, so the actual part of the band that does the filtering is between
those two points.

Calculations for narrower stopbands show an increasing divergence in element val-
ues, eventually becoming impractical. For such cases, a series of resonators loosely
coupled to the through path will serve.

6.4 TRANSMISSION LINE FILTERS

Lumped-element filters play a significant role in microwave filter applications, but
the use of various kinds of transmission line filters is arguably of more utility. High-
Q cavity and dielectric filters are useful for the most stringent filtering applications.
Printed-circuit filters with relatively low Q are useful to be integrated into printed-
circuit applications. Some of these filters can be designed from lumped circuits, and
we will explore that area. However, there is a large class of unique filters based on
transmission line properties.

Before proceeding, let us look at the properties of transmission lines. Their main
feature is that they delay signals from one end of the line to the other. Consider a
transmission line element shown in Figure 6.10 with impedance Z., phase length 6,
and terminated at both ends in resistance Zy. A wave entering port 1 will pass down
the line and, in principle, be reflected at port 2 at the other end. The reflected wave
will return to port 1, reflect again, and so on. Thus, the port voltages at each end will
be sums of the individual wave voltages:

Vi=Vi+ve =V 4V,

At a point on the line, the wave current and wave voltage will be related by the line
characteristic impedance. The sign of that relationship will depend on the direction of

1 12
- - -

+ +

7 TL Element V2

FIGURE 6.10 Transmission line element for ABCD parameter analysis.
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travel along the line. Specifically, at the two ports
Vit =2z.1* Vii=—Z1;"

where i = 1,2 for this case. In the frequency domain, a wave launched into port 1 will
be delayed by the phase shift 6 before it reaches the other end. In detail,

Vz_ = V]+e_j9 Vl_ = V2+e_j9

Finally, a wave leaving port 2 will be reflected back depending on the relationship
between Z. and Z:

_ZC_ZO
Zc+ZO

_ZC_ZO

v =e 77 7
c 0

Vit=v,

Now we can find the ABCD parameters of this element:

A vy vit v
= = = ——
V2l V2T V2T |,

It will be convenient to express A in terms of one of the four variables. Since we
can visualize this process as a wave entering port 1, we will choose v;*. The wave
traveling to port 2 will be v,~ = v;Te™/%. Since port 2 is open, the voltage will reflect

back in phase, and vt = v,” = viTe 7. The newly reflected wave travels back to
the input, leaving v;~ = vt e /% = v, e~%¢. Combining all of these parts,
vt + v e 2 el? 4 e=10
A= - — = = cos(9)
vite /0 + v te i 2

It is practical to deal with the other case requiring an open circuit on port 2:

co | _wZe—vi/Ze _wt/Z - vite/Z. 1 e —e
2|0 vot vy vite /9 + v teJf Z, 2
j cos(6)
==

Turning to B, the same wave process is in place, but port 2 now must be short circuited,
causing a phase reversal in the reflected wave:

B — vy _ vit+u” _ vt — v Te %Y
iy wT/Ze—v/Ze o wite Y Zo+uite ) Z,
1—e2* .
= —ZCW = ]ZC Sln(e)
Finally, D can be found by
p- D o Ze—viZe vt 4o te? 14
C hlyy vt/ Ze—vy/Ze vite V0 fute i 270

= cos(8)
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Collecting the results,
cos(@) jZ.sin(6)

A= jsin(@) cos(0)

c

This matrix is a useful tool in analyzing various kinds of transmission line networks. It
is also useful in revealing some important transmission line behavior. We will consider
three: the shorted stub, the open stub, and the quarter-wavelength transformer section.

A short-circuited stub, or shorted stub, is terminated at one port in a short circuit.
To find the impedance at the other port, we apply the ABCD matrix. In this case, let
v, = 0. Using the A matrix, we can find the voltage and current at port 1 and, thus,
the impedance:

V] = sz — Biz = —Biz
i] = CUZ - Di2 = —Di2
V) B jZ:sin(0)

Zisc=—=—=———— = jZ.tan(d
15¢ i D cos(6) / an(9)

An open-circuited stub, or open stub, is terminated at one port in an open circuit. Now,
iz =0:
v = AU2 — Bi2 = sz
i] = Cvz — Diz = CU2
vy A cos(0) . Z.

i C jsin0)/Zd 7 tan(0)

Zioc =

Finally, we load port 2 in a general impedance Zp:

V) = —2Zi>

vy = Av, — Bi, = —AZi, — Bij

iy =Cvy — Dip = —-CZ,i, — Di,

7, = ﬂ _ AZ;, + B _ .CO'S(Q)Z]_ + jZ.sin(0) _ 7z [ZL +{'than(9):|
i CZ,+D jIsin(0)Z./Z.] + cos(0) Z.+ jZ tan(0)

Note that this more general form could have been used to derive both stub forms.
Now, however, we focus on a special case: that for which 8 = 90°. Of course, tan(9)
becomes infinite, so the impedance becomes

jZ.tan(@®)  Z?
=2 =
]ZL tan(@) ZL

There are two features to note about this result. First, Z; is, except for a scale factor,
the functional inverse of Z; . This will be useful in making transmission line high-pass
and bandpass filters. The transmission line will be pressed into service as either an
impedance inverter or an admittance inverter, depending upon the type of resonator.
Second, the impedance level can be controlled through the use of the impedance of
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the line. This finds use in basic microwave circuit theory in matching two resistors of
different levels to have good match. In the filters done later, however, this will serve
to adjust impedance levels internally to the filter.

6.4.1 Semilumped Low-Pass Filters

Consider a single piece of transmission line with characteristic impedance Z. and
electrical length 6 terminated at either end in 50 2. The ABCD parameters for this
element can be derived as follows.

If we normalize the impedance and admittance terms of the ABCD matrix, it becomes

L .
cos 6 Jj—sinéb
A= Zo
Zy .
Jj—sinf cosf
Z.
Consider two limiting applications, each with the common condition that 6 <« /8.
Figure 6.11a shows the first case, with Z, > Z,. This would correspond to a trans-
mission line with a very thin center conductor. Then, C = 0. For a first approximation,
BZ=jZ./Zy= jX,. The ABCD matrix now becomes

11 XL
A= ]

This is identical to the ABCD matrix of a series element of reactance X; . In fact, this
appears to be a series inductor.

For the second case, consider the opposite condition of Z. < Zj. This corre-
sponds to a transmission line with a very wide center conductor. Now, B = 0 and
C =jZy/Z. = jBc. The ABCD matrix for this element is

1 0
<L ]

This is the form of an ABCD matrix of a parallel inductor, indeed a parallel capacitor.

Z|Zo Z|Zo
ind ind ind
Lx Ly Ly
Cx Cx &
T T °
T
Z|Zo
(a) (b)

FIGURE 6.11 (a) Short high-impedance transmission line. (b) Short low-impedance transmis-
sion line.
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The overall conclusion of this exercise is that short pieces of transmission lines can
be used in place of lumped inductors and capacitors. Instead of having to purchase
parts and have them soldered in place, we can etch a circuit pattern and get the same
result. There is much truth to this conclusion, but there are some caveats and some
work to do before we have a good design method.

The first thing to notice is that the supposedly vanishing term in each matrix above
does not become zero. In fact, we could improve our model by including a little
parallel C with each series L and a little series L with each parallel C. In fact,
Figure 6.11 shows approximate models for these two cases. For the high-impedance
line in Figure 6.11a, the main element is the inductor Lx with the capacitance being
split into two capacitors of value Cx. The low-impedance line in Figure 6.115 follows
the same pattern, with Cy being the main element and the inductance split into two
inductors with value Ly.

The second thing to be concerned about is the assumption of “zero”-length trans-
mission line segments. This turns out to be pretty good for a few cases, but most
semilumped low-pass filters are a compromise in this area. Even more disturbing, the
stopband of the semilumped filter breaks up when the electrical length becomes close
to a quarter wavelength.

The first problem of the “parasitic” elements can actually be solved by absorbing
them into the adjacent elements. This means that the adjacent elements must be reduced
by the amount of the parasitic terms, but this is easy to do. In fact, usually one or two
iterations will suffice to yield an accurate design. The second problem has no such
simple adjustment and limits the extent of the stopband.

Example 6.2 Semilumped LPF Specifications:

fe=2GHz N=5 Ripple = 0.1 dB
Rejection = 20 dB at 4 GHz

4

From the transformed response, the rejection point will be x = 3 = 2, giving a rejection
of 34.7 dB. This is more than enough, but, as we shall see, the extra margin will
be helpful.

The g values for the filter are
g1 = gs = 1.1468 g = g4 = 13712 g3 = 1.9750

Scaling the element values to 50 2 and 2 GHz, the lumped circuit would have ele-
ment values

C,=Cs=1.825pF L, =L4=5.456 nH C; =3.143 pF

The next step is to choose impedance values for the low- and high-impedance sections.
In general, one wants the most extreme values possible, since that will keep the line
lengths short. In practice, the choices are limited by the medium in which the filter
appears. For most microstrip configurations, 100 and 20 2 are feasible, so we will
choose these values. Note that the impedances can be varied from section to section,
but the extremes are usually preferred.
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The next step is to calculate the line length of each section to simulate the lumped
values. One useful way to do this is to calculate the electrical length at the cutoff
frequency. For the values at hand, the lengths are

0 = 05 = 26.3° 0, = 04 = 39.3° 03 = 45.3°

The third section is getting a bit long and will degrade the stopband performance.
Calculating the parasitic terms,

Ly =Ls=0.705 nH C, = C4 = 0.504 nH L3 =1.131 nH
Subtracting the parasitics from the nominal elements leads to a revised set of lengths:
0 =05 =22.7° 0 = 0y = 32.7° 03 = 38°

This has improved the lengths, especially of the third section. Figure 6.12 shows
schematics for both the lumped and the semilumped circuits and their response. The

ind ind
E o oo £
5.456nH 5.456nH
P1 P2
- -—< A
® e X
— (4] —
D trl trl trl trl trl D
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FIGURE 6.12 Semilumped low-pass filter: (a) example circuit; (b) response.
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passband response is acceptable, although not perfect. The stopband is fine near
the passband but degrades as the long sections approach a quarter wavelength. This
type of circuit is a good candidate for optimization to improve both passband and
stopband.

6.4.2 Richards Transformation

Most classical transmission line filters are designed on the basis of one of the fun-
damental properties of the transmission line. Consider a length of transmission line
with characteristic impedance Z, and electrical length 6 short circuited at one end. The
impedance at the input will be

Zin = jZ;tan(0)

Define a new frequency variable, A = ¥ 4 jQ = tanh(sT"), where s = 0 + jw is the
standard complex-frequency variable and T is the time delay through the transmission
line. Along the imaginary frequency axis, A = jQ = tan(f). Now, we can express the
impedance of the shorted stub in the new frequency variable,

Zin = jQZ,

In this new frequency variable, the shorted stub takes on the appearance of an inductor.
By a similar process, an open-circuited stub is a capacitor. The transformation used
to establish A is known as the Richards transformation, after its author [6.6]. The
new complex-frequency variable, A, is often known as the Richards variable. Circuits
designed to take advantage of this analogy consist of assemblages of shorted stubs
(inductors), open stubs (capacitors), and cascaded transmission lines (unit elements)
all having the same phase length. Formally, these are commensurate transmission line
networks and form the basis of much transmission line theory.

Transmission Line Low-Pass Filters A very simple application of this process
is to use the analogy and make low-pass filters using series shorted stubs and parallel
open stubs. (There are some practical realization issues with this simple approach,
which we shall resolve in the next section.) The following points of analogy will show
how we transform lumped-element (LE) prototype filters into transmission line (TL)
filters. Our starting point is the normalized prototype, with 1 rad/s cutoff frequency
and 1 €2 source and load impedance.

1. Inductances in the LE circuit transfer to characteristic impedances of the shorted
stub in the TL circuit.

2. Capacitances in the LE circuit become characteristic admittances of open stubs
in the TL circuit.

3. TL filter behavior at dc will be the same as that in the LE circuit.

4. When the LE filter approaches infinite frequency, the TL filter approaches its
infinite point, which occurs for § = 90°. (Note that this implies a repeating
process as 6 becomes greater that 90°. In fact, this is theoretically an infinitely
repeating characteristic.)
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5. At first glance, the condition at cutoff seems simple: In the normalized filter, x, =
1 implies 6 = 45°. However, it is more flexible to adjust the cutoff by scaling
the prototype circuit as follows. Let f,. be the desired cutoff frequency, the edge
of the passband. Then, calculate the desired cutoff in the Richards variable 2, =
tan(w f. /2 f;), where f; is the quarter-wavelength frequency. When calculating
the transmission line impedances from the prototype, scale the circuit by €2..

Example 6.3 Transmisson Line Low-Pass Filter Specifications:
fe=2GHz fa=5GHz N=3 Ripple = 0.1 dB
We start with the prototype element values:
g1 = g3 = 1.0316 g = 1.1474

The cutoff frequency scales as follows:

If we choose the end elements to be inductors, their line impedances become

L:%%:m%a:a

c

The center stub has impedance

7, = Zo =31.66 Q

8286

The lengths of the transmission lines can be determined from the phase length at cutoff.
For example, a Teflon-filled coaxial line will have lengths

Leow = —2 = 679 mil

There is only one problem left: How to deal with a series shorted stub. Of course, pieces
of coaxial line can be soldered in place to do this. However, this kind of realization
is not very convenient in printed configurations. There is, however, a solution using
one more theoretical piece, known as the Kuroda transform. Once we have put this in
place, we will resume this example with a more realizable result.

Kuroda Transforms Consider the two circuits shown in Figure 6.13. The first is a
cascaded line (unit element, or UE) with characteristic impedance Z; followed by a
series shorted stub with characteristic impedance L, represented by an inductor in the
Richards variable A. The ABCD matrix for this collection expressed in A is

| L2z . 1 MZi+1L)
| - | a L
Ve |z ! [0 1 } Vit | o 1+A2Z—l
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FIGURE 6.13 Circuits for Kuroda’s transform.

The second circuit is a parallel open stub with characteristic admittance C, represented
by a capacitor in A, followed by a cascaded line with impedance Z,. The overall ABCD
matrix will be

1 A2, 1 Az
DR L Y _ 1
2SN IV el R B R A<C+Z—> 1+22CZ,
2 2

Note that each of the elements of the two matrices have the same functional form in
the variable A. Thus, if a noncontradictory set of relationships between corresponding
elements of each matrix can be established, the two networks will have the same
frequency response. Taking each term by its degree of A, there are five relationships
to be satisfied. Two of them are trivial (1 = 1), and the remaining three are

C—I—l—1 Z,=7Z+L L—CZ
Z 7, 2= 4 Z 2

Since the goal from the previous section is to get rid of the problematic series shorted
stub, let us restate these in terms of calculating C and Z, from L and Z;:

1 1 1 1 L
=7+ 1L C=———=— — =
Z1 Z> Z1 Z1+L Z1(Z1+ L)

Such circuit manipulations are known as Kuroda transforms or Kuroda identities after
their originator [6.6]. There are actually many such transforms available for special
purposes. We will see two more later in this section.

Now, let us apply this to the unfinished example of the previous section.

Example Revisited The use of series stubs has two problems. The first, as we have
noted, is that they can be inconvenient to realize, especially in some printed-circuit
forms. The second is that the series and parallel stubs need to be connected to a common
junction. This can have some problems for even two elements, but the situation becomes
hopeless for N > 2. The Kuroda transform, however, gives a method to eliminate series
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FIGURE 6.14 Stub bandpass filter: (a) schematic; (b) response.

stubs and separate the connections of stubs with a quarter-wavelength line. The scheme,
as shown in Figure 6.14, proceeds as follows:

1. Insert a unit element between the source resistor and the filter with impedance
equal to that of the source resistance. This will affect the phase of the response
but not its amplitude response. Repeat at the load.

2. Use Kuroda’s identity to transform the UE L structure into a UE C circuit.

3. For structures larger that N = 3, more transforms will be needed. In fact, there
may be more than one possibility.

With a 50-2 source and load, we insert a UE of Z; = 50 Q2. The new UE becomes
Z1 4+ Zy =70.99 4+ 50 = 120.99 @

The parallel open stub on each end then becomes

Zo(Z1 + Zy) _ 50(70.99 + 50)
Z B 50

=8522 Q
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Transmission Line High-Pass Filters As with lumped filters, it is possible to
design transmission line filters using the transformation

Q,
A= ——
tanh(sT)

One can envision the same sort of circuit transformation as with lumped elements.
Series shorted stubs become series open stubs and parallel open stubs become parallel
shorted stubs. In fact, this can be done. However, it will be closer to practical design
procedures to follow another approach.

Consider a two-section low-pass filter consisting of an open and a shorted stub.
Suppose now that we wanted to have a filter with only parallel open stubs. One way
to do that would be to place a quarter-wavelength transformer between the two stubs
and replace the series shorted stub with a parallel open stub. Now we have two stubs
of the same type separated by a transmission line, making realization much simpler.
In addition, we have some freedom about the adjustment of impedance levels.

Now the transformation to a high-pass filter can be done as in the lumped-element
design, using the frequency transformation above. Our parallel open stubs become
parallel shorted stubs, which are similar in connection. Note the response of the fil-
ter, however. At zero frequency, there is perfect (infinite) attenuation. At 6 = 90°,
the frequency variable becomes infinite, and the filter passes without attenuation. As
frequency increases, the response repeats, and the attenuation again becomes infi-
nite at & = 180°. To the user of this filter, it appears to have a passband flanked
by two stopbands and could reasonably be called a bandpass filter. In fact, most
microwave bandpass filters are really, from the network theory standpoint, high-pass
filters. (An important exception to this is the comb-line filter, which we will discuss
in the next section.)

At this point, we need to consider what should appear to be a glaring problem. The
approach used here assumes a perfect admittance inverter, but the quarter-wavelength
transformer is such only at one frequency. The first set of high-pass (bandpass) designs
will assume narrow bandwidth. They are generally good for 10 to 15% bandwidths.
The second set will include an adjustment at the band edge, giving good approximate
designs for large bandwidths. Finally, in Section 6.5, we will suggest some paths to
pursue to make exact designs for any bandwidth.

The details of these designs are complicated and beyond the intent of this brief
introduction to filter design. Many of the details are available in the literature, especially
in Refs. 6.1 and 6.11. We will adopt a pragmatic approach here, realizing that the
following things are being done:

1. Our starting point is the low-pass prototype network.

2. The low-pass design is transformed to a high-pass one using narrow-band and
corrected narrow-band transforms.

3. Impedance scaling is applied, and, in most cases, impedance levels are adjustable
within a range internal to the filters. A parameter to adjust these levels to make
resonators more realizable is often provided.

4. Frequency responses can be estimated prior to design using frequency transfor-
mations consistent with the network transformations. The traditional approximate
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transformations are presented along with more accurate transformations using the
Richards variable.

Before proceeding with the designs themselves, a few common terms will be defined.

N Lower edge of the passband
f Upper edge of the passband
BW Bandwidth: BW = f, — f).

fo  Center frequency: fo = (f>+ f1)/2
w Fractional bandwidth: w = (f; — f1)/fo = BW/fo;01 = (w/2) (1 — w/2)

Shorted-Stub Bandpass Filters This design is practical for fractional bandwidths
from 40 to 70%. First, the admittance inverter values are calculated. Initially, a param-
eter d is defined which can be used to modify impedance levels internal to the filter.
A default is d = 1.0. If values for a particular design are not satisfactory, it is useful
to build a spreadsheet or program to watch the variation of impedances as d is varied.
The source and load impedances are taken to be Y. (It is usually satisfactory to start
with ¥y = 1 and scale impedances at the end. The examples will be done in this man-
ner using a MathCAD spreadsheet to display the results.) The calculations proceed as
follows. First, calculate

b4 w
o, =L (1 — —)
2 2
Then,
Ca = ngl
Jio C,
~ = 804 —
Yy 82
Jn—l,n Cagn+1
=80
YO 808n—1
Ji k1 _ 8C4
Yo li=2..n2 A/ 8k8k+1

T ) 20C, tan(6))
Neisili=t,n1 =4/ =— ) + | ———
Yo 2

Then, the stub characteristic admittances are

M ol — gy tan(@) + ( Ny — 22
Yo 80 81 1 12 Yo
Y, Joot.
?Vl = (gngn+1 - dg()gl)tan(gl) + (an,n - VlY ")
0 0
Yy Stk Tk
— = (Nk—l,k + Nigr1 — - hs
Yo lkeo, o1 Yo Yy
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The lines connecting the stubs have characteristic admittances equal to those of the

admittance inverters:
Vi1 _ ikt

All stubs and lines are a quarter-wavelength long at the midband frequency fy. For
truly TEM media (coaxial lines, stripline), all lengths are the same. For non-TEM
media (microstrip), line length will depend on impedance. For example:

n==6
0.1 dB ripple

Parallel-Coupled-Line Bandpass Filters A very useful design is the use of parallel-
coupled line sections. (See Figure 6.15.) The design procedure will be similar to

H—_T——

"+ 1+
ze:79.409
203705 L —L F——1 1
ze:59.105
2043320 [ HT +—1 11
ze:56.771

2044600 [ F——1 - ]
ze:56.771
70:44.609 l:l l:l l:’_[

ze:59.105
20:43.329
ze:79.409
20:37.05
(a)
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-10 - t -5
-20 f ] -10
f 1
) I |} iy
— =30 -15 &
B 7 A A \ 2
F |
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¥ LY
Fi L
-50 r i % -25
LY
Fi
-60 L -30
3.0 3.5 4.0 4.5 5.0
Frequency [GHZz]

(b)
FIGURE 6.15 Coupled-line bandpass filter: (a) example circuit; (b) response.
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the shorted stubs, but the results of the calculations are the even- and odd-mode
impedances. An additional step of converting these impedances into dimensions is
dependent on the medium and will be left to the designer. It is usually convenient to
rely on one of the large number of excellent software tools available for this purpose.
Many simulators come with a utility for this purpose.

The starting point (assuming the fractional bandwidth and g values are known) is
the admittance inverters:

Joi Tw
Yo V288
Juns1 TWw
Yy B 28n8n+1
Jk k+1 w1
Yo bt 2 BB

There are n + 1 sections, from o to n, with even- and odd-mode impedances:

Zoekjt1| . Ji k1 + (Jk,k+1)2
ZO k YO Y()
Zookkst | |y Jeker (Jk,k-H )2

where Zy = 1/Y,. For example:

It contains a good set of operations with transmission line filters, including the
major standard design realizations, and is one of the first of a new generation of
true synthesis programs for filters useful in microwave systems. It ranges from
lumped to transmission line designs and has a large set of circuit manipulation
capabilities.

Although the filter synthesis programs have improved remarkably in recent years,
some caution is recommended. One really needs to know the basic principles of
circuit synthesis and, in particular transmission line synthesis, to use the software.
There are some excellent university programs that provide this, but they are not
universal.

Finally, a word about optimization is in order. It is pretty well established now
that optimization programs are not suitable for design. On the other hand, even a
perfectly worked-out design process must confront the realities of element parasitics
and approximate realizations of theoretically perfect filters. (A good example of this is
the comb-line filter, which is usually used with a lumped tuning capacitor instead of
the exact design with an open stub.) Further, when filters are connected in multiplexer
configurations, there is degradation in the pure filter response. For things such as this,
optimizers are essential tools.
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6.5 EXACT DESIGNS AND CAD TOOLS

Although the designs presented here are suitable for all but the most exacting purposes,
there are times when an exact design is desirable. The process of building transfer func-
tions to realize a particular filter topology is known as synthesis. There is a remaining
process, that of determining the actual element values for the topology being designed.
Technically, that is known as extraction or element extraction, although it is often
lumped with the transfer function design under the heading of “synthesis.” The draw-
back to this is a complicated mathematical procedure, including the need to pay careful
attention to errors which can crop up, especially in larger filters. The payoff can be
more accurate designs and, in some cases, topologies which are novel and particularly
suited to a certain application.

The exact design of lumped-element filters is covered in a number of books on
synthesis going back to the 1960s. A classic book with a lot of information and
extensive tables is the book by Zverev [6.2]. A more recent text, for example, is
the one by Temes and LaPatra [6.6]. Many others abound. A book which leads into
broadband matching is the venerable but still viable book by W. K. Chen [6.7].

The sources of information for synthesis of transmission line filters is a bit more
diffuse. An excellent starting point is a pair of articles by H. J. Carlin [6.8, 6.9] and the
text by Carlin and Civalleri [6.10], which also goes into the important area of matching
networks. There are a number of texts which have treated the topic and gone out of
print, for example Malherbe [6.11] and Baher [6.12].

This process is complicated enough that most people doing exact design will need
to use some kind of software. There are three basic levels of such software:

1. Computer programs written is some language capable of dealing with high accu-
racy and the mathematical operations used in filter synthesis. This is a lot of
work and is useful only in the cases for which a specially tailored design tool
is needed.

2. Programs such as MATLAB, MathCAD, and Mathematica can be used effectually
to do much of the heavy lifting. Polynomial operations are particularly helpful.
One is still left, however, with a lot of work organizing the procedures. This
approach is helpful in cases for which a limited scope of designs is needed.

3. Commercial synthesis software is a viable alternative to writing one’s own code.
New synthesis programs are appearing with much flexibility for circuit manipu-
lation. Some examples are:

o S/Filsyn [6.13—-6.15] is a general-purpose program that will design exact filters
for cases ranging from lumped element through digital and including active
cases. If more than just transmission line filters are needed, this is a tool with
broad capability.

6.6 REAL-LIFE FILTERS

The purpose of this chapter has been to spell out practical design procedures for filters
of various kinds. In closing, a brief discussion of the kinds of elements used to make
physical filters is presented. A very interesting new medium is sketched in slightly
more detail to suggest directions for modern filter design.
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6.6.1 Lumped Elements

The ideal inductors and capacitors shown in the sections on lumped-element filter
design can be realized by high-quality chip inductors and capacitors in microwave
circuits at lower frequencies. Capacitors of increasingly small size can be used up
to 10 to 15 GHz, depending on the design and the medium of realization. Inductors
usually become problematic at somewhat lower frequencies. In any case, it is always a
good rule to minimize the number of inductors in a filter design. For both components,
the chief enemies are element Q (quality factor due to losses) and resonant frequencies.
Vendor data specifications include the resonant frequency, and it is usually best to stay
below the lowest point of resonance.

As was intimated in Section 6.4.1, transmission lines can be used as lumped ele-
ments. It is often possible to use simple lumped models for design, but most situations
require taking the transmission line properties into account.

6.6.2 Transmission Line Elements

Transmission line elements can be realized in coaxial, waveguide, stripline, microstrip,
slotline, and numerous other structures. A number of current books treat specific real-
izations, but Ref. 6.1 gives a good starting point for the first three media.

6.6.3 Cavity Resonators

A major workhorse for very selective filters and diplexers has been the coaxial cavity.
These are realized by making fairly large cavities in blocks of metal (usually, but
not exclusively, aluminum) and coupling them to form coupled-resonator bandpass
filters. These filters can be highly selective and are used in many cellular base-station
applications, usually as diplexers.

A variation on the cavity is the use of ceramic dielectric resonators. The materials
used have dielectric constants ranging from 20 to 100 and can have intrinsic quality
factors of 10,000 to 30,000. The materials are usually shaped into cylinders to form a
cavity. The high dielectric constant means that fields will reside mostly in the cylinders,
making the surrounding structure of less effect on performance. They are used in a
manner similar to the cavities discussed above, being coupled together to form very
selective narrow-band filters.

6.6.4 Coaxial Dielectric Resonators

The materials used in dielectric resonators can be shaped into rectangular elements
with a conducting center to form a modestly high quality (100 to 300) resonator.
These have found applications in portable electronic devices, such as pagers and cell
phones. They are coupled together using a lumped element or other coupling structures
to form narrow-band bandpass filters. They can be relatively small and light.

6.6.5 Thin-Film Bulk-Wave Acoustic Resonator (FBAR)

An interesting, relatively new technology is the subject of the last form of realization
developed by Agilent Technologies in the early 1990s [6.15]. The process consists of
making resonators from a thin silicon film. Figure 6.16 shows a sketch of the physical
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Physical Representation Electrical Analog
o—

e

Thin Film Bulk-Wave
Acoustic Resonator
FBAR One Port Resonator

FIGURE 6.16 FBAR basics.

GSM Filter Kit on a

FIGURE 6.17 Size comparison of FBAR filters.

realization and a starting equivalent circuit. The circuit consists of a more complicated
model than the traditional LC resonator, but the design approach is similar. Using a
set of these resonators coupled together, filters can be built which are extremely small
in size. Figure 6.17 shows four FBAR filters on a grain of rice which is about 6 to
7 mm in length. However, the startling result is in the resonator performance, shown
in Figure 6.18. Note the resonator Q’s of 2500.

For comparison, dielectric resonators (DRs) are as much as an order of magnitude
more, but a DR is around an inch in diameter, depending on the material involved.
Lumped elements and transmission line elements have Q values that range from tens
to 100 or 200, as do coaxial dielectric resonators. This technology, currently in volume
production (30 million per year), shows much promise for efficient filtering in hand-held
electronic devices.



308 MICROWAVE FILTERS
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FIGURE 6.18 FBAR performance.
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FIGURE 6.19 Performance of 1.88 GHz FBAR filter.
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The proof of the filter is in the final performance. Figure 6.19 shows the response
of a transmit filter in one of the cellular bands. The filter consists of four sections and
a pair of finite transmission zeros. (That topic will be discussed briefly in the next
paragraph.) Note the steep slope going from the passband with a nominal loss of about
1.5 dB down to a rejection of over 30 dB in a few megahertz.

Finally a parenthetical word about finite transmission zeros. The filter designs given
in this book all have zeros of transmission (frequencies at which Sp; goes to zero) at
either dc or infinite frequency. (Infinite frequency for commensurate transmission line
filters is actually at odd multiples of the quarter-wavelength frequency.) When more
rejection is needed, there are two choices. The simplest is to increase the number of
sections of the filter. However, this has a cost in terms of fabrication and can actually
be a less than helpful trade-off when loss effects are considered. The second choice
is to introduce zeros of transmission at critical frequencies. In the FBAR filter above,
sharp drops just above and just below the passband show the presence of finite zeros.
How this is achieved and the design are beyond the scope of this chapter.
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PROBLEMS

6.1

6.2

6.3

6.4

6.5

6.6

6.7

6.8

Design a lumped low-pass filter with the following specifications: cutoff

frequency = 3 GHz, Chebyshev response with ripple = 0.05 dB, rejection at

6 GHz = 50 dB, source and load impedance = 50 €2.

(a) Determine the minimum number of elements to achieve the speci-
fied rejection.

(b) Calculate the inductor and capacitor values for the specified cutoff and
impedance. If there is a choice, minimize the number of inductors.

Design a lumped bandpass filter with the following specifications: passband =

824 to 849 MHz, Chebyshev response with return loss = 20 dB, rejection =

60 dB from 869 to 894 MHz, source and load impedance = 50 .

(a) Determine the minimum number of elements to achieve the speci-
fied rejection.

(b) Using capacitive coupling, design a narrow-band coupled-resonator circuit.
(c) Estimate the passband insertion loss and the time delay at band center.

Design a lumped-element high-pass filter with the following specifications: cutoff
frequency = 10 GHz, rejection = 50 dB minimum at 2 GHz, Ripple = 0.1 dB.

Design a lumped-element band-stop filter to notch out the band from 1 to 2 GHz:
N =5, Ripple = 0.5 dB.

Design a semilumped low-pass filter using transmission line elements to meet the
same requirements as the filter in problem 6.1. Use 100 and 20 €2, respectively,
for the high and low impedances.

Design a transmission line stub low-pass filter for the same requirements as
problem 6.1. Use a quarter-wavelength frequency to keep impedances between
20 and 100 €.

Design a transmission line stub high-pass (bandpass) filter to pass 1 to 2 GHz.
Use five sections and 0.1 dB ripple.

Design a transmission line coupled-line bandpass filter from 3.7 to 4.2 GHz.
Determine the number of sections to give 30 dB rejection at 5.9 GHz. Find the
even- and odd-mode impedances for the coupled lines.



CHAPTER 7

NOISE IN LINEAR TWO-PORTS

7.1 INTRODUCTION

In Chapters 4 and 5 we learned that a linear two-port requires four complex S param-
eters to describe the gain. In this chapter we find that four additional parameters are
required to describe the noise; many equivalent representations are described.

Even when a two-port is linear, the output waveform may differ from the input,
because of the failure to transmit all spectral components with equal gain (or attenu-
ation) and delay. By careful design of the two-port or by limitation of the bandwidth
of the input waveform, such distortions can largely be avoided. However, noise gen-
erated within the two-port can still change the waveform of the output signal. In a
linear passive two-port, noise arises only from the losses in the two-port; thermody-
namic considerations indicate that such losses result in the random changes that we
call noise. When the two-port contains active devices, such as transistors, there are
other noise mechanisms that are present. A very important consideration in a system
is the amount of noise that it adds to the transmitted signal. This is often judged by
the ratio of the output signal power to the output noise power (S/N). The ratio of
signal plus noise power to noise power [(S + N)/N] is generally easier to measure and
approaches S/N when the signal is large.

In the evaluation of a two-port it is important to know the amount of noise added to
a signal passing through it. An important parameter for expressing this characteristic
is the noise factor. The signal energy coming from a generator or antenna is amplified
or attenuated in passing from the input to the output of a two-port, as is the noise
that accompanies the input signal energy. A system generally includes a cascade of
two-port networks which constitute one overall two-port which amplifies the signal to
a high-enough power level for its intended use. The noise factor of a system is defined

Microwave Circuit Design Using Linear and Nonlinear Techniques, Second Edition
by Vendelin, Pavio and Rohde
Copyright © 2005 John Wiley & Sons, Inc.
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as the ratio of signal-to-noise ratios available at input and output:

_ (S/N)inpul > (71)

(S/N)oupur
The noise figure (or factor) of a receiver is an easily measured quantity that describes
the signal-to-noise ratio reduction of that receiver.

When this ratio of powers is converted to decibels, it is generally referred to as the
noise figure rather than the noise factor. Various conventions are used to distinguish
the symbols used for noise factor and noise symbol. Here we use F to represent the
noise factor and NF to represent the noise figure, although the terms are usually used
interchangeably.

For an amplifier with the power gain G, the noise factor can be rearranged as

_ Si/Ni
"~ GS;/G(N; + N,)

(7.2)

where N, is the additional noise power added by the amplifier referred to the input.

This can be computed to be

N,
F=1+-2 7.3
+N (7.3)

i

The noise factor is often replaced by the noise figure (NF), which is defined in deci-
bels as

NF = 10log,, F (7.4)

In applications such as satellite receivers the noise factor becomes such a small
number that it is inconvenient to work with. Many people have adopted the use of an
equivalent noise temperature for a circuit to remedy this situation. Since the thermal
noise power available from a resistor at temperature 7, is

N =kT,B (7.5)

where k is Boltzmann’s constant (1.38 x 10723 J/K), T, is the effective temperature in
kelvin, and B is the bandwidth in hertz. The equation above may be used to associate
an effective noise temperature with circuits containing more than just thermal noise
sources. This allows (7.3) to be written as

kT,B T,
=1+ = (7.6)

F=1 =
B To

where T, is the effective noise temperature of the circuit and Ty is the temperature of
the generator resistor in kelvin. The noise temperature 7, now characterizes our circuit
noise contribution and can be directly related to the noise factor.

Assuming a reference noise temperature of 290 K (=273 + 290 = 17°C), let us
determine the noise temperature of the system with a noise factor of 2.6 (4.15 dB):

T, = (2.6 — 1)(290) = 464 K
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This temperature 7, should not be confused with the environmental operating temper-
ature Tp. It is quite common to operate low-noise amplifiers with 7, below 100 K at
an ambient temperature of 290 K.

7.2 SIGNAL-TO-NOISE RATIO

Let us consider the signal-to-noise ratio of power delivered from a generator to a load
as shown in Figure 7.1. The signal power delivered to the input is given by

E? Re(Zin)

S =p =_5
' " |Zg+Zin|2

(7.7)

where E, is the rms voltage of the input signal supplied to the system and the noise
power supplied to the input is expressed by

v2 Re(Zin)
N = 22— (7.8)
|Zg + Zin|2

where the noise power at the input is provided by the noise energy of the real part of
Z,. The input impedance Z of the system in the form Z = R;, + jX;, is assumed to
be complex.

The Johnson noise of a resistor [here Re(Z,)] is given by the mean-square voltage

v2 = 4kTRB (7.9)

with Boltzmann’s constant k = 1.38 x 1072 J/K, T is the absolute temperature of
the resistor, and the bandwidth B is sufficiently small that the resistive component of
impedance does not change. The available signal power from the generator has a lower
limit, even if the signal is attenuated by the highest possible attenuation. The generator
resistor acts as a Johnson noise generator, its power being

_ HIRB _ i1 (7.10)
A — 4R == .
Zg
AWV

P
O

)

ézin = Xin + jXin
<

Eqty = J2 Eg cos wt

FIGURE 7.1 Combination of signal and noise voltages supplied to a complex termination.
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with k the Boltzmann constant, T the absolute temperature, and B the bandwidth. This
power is the maximum available output power.

For an ambient temperature of 290 K, kT =4 x 1072! W/Hz. This expression
is also given as kT = —204 dBW/Hz = —174 dBm/Hz = —114 dBm/MHz. We can
combine (7.7) to (7.9) to obtain

S E;
=) = (7.11)
N ), — 4kT Re(Z,)B

This is the value of S/N contributed by the generator, which does not include the
noise generated by the load, in this case Re(Zj,), which would need to be included in
the measurement of the total S/N across the input impedance.

A critical parameter is the noise bandwidth B,,, which is defined as the equivalent
bandwidth, as shown in Figure 7.2. For reasons of group delay correction, most practi-
cal filters have round rather than sharp corners. The noise figure measurements shown
later can be used to determine the “integrated” bandwidth, which is B,,.

An active system such as a combination of amplifiers and mixers will add noise to
the input signals, and the noise factor that describes this is defined as the S/N ratio at
the input to the S/N ratio at the output, which is always greater than unity [7.1]. In
practice, a certain minimum signal-to-noise ratio is required for operation. For example,
in a communication system such a minimum is required for intelligible transmission,
either voice or data. For high-performance TV reception, to provide a noise-free picture
to the eye, a typical requirement is for a 60-dB S/N. In the case of a TV system, a

G B,

/\ 3-dB bandwidth
./ | \

fo B, = 3-dB bandwidth

Glf) = |¥°%%|2

G(f) -—-—1
Vo
R
Vn
V2 = {® 4kToRG(f) dF
= 4kToR | GIf) dF
1 -
B, = & |5 G(f) dF

B,, = noise bandwidth

FIGURE 7.2 Graphical and mathematical explanation of the noise bandwidth from a compar-
ison of the Gaussian-shaped bandwidth to the rectangular filter response.
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large dynamic range is required as well as a very large bandwidth to reproduce all
colors truthfully and all shades from high-intensity white to black. Good systems will
have 8 MHz bandwidth or more.

7.3 NOISE FIGURE MEASUREMENTS

Some of the noise equations are based on mathematical models and physics. To under-
stand some of these expressions, it is useful to look at a practical case of a system
with amplifiers which is to be evaluated.

Let us look at Figure 7.3, which consists of a signal generator, the system or device
under test (DUT), and a selective receiver with a build-in root-mean-square (rms) volt-
meter to determine the signal and the noise voltage. It is necessary that the system have
enough gain so that the noise voltage supplied by the generator will be indicated [7.2].

If we assume that our selective receiver is a video noise meter calibrated in rms
voltage levels, we can perform two measurements. With an input termination connected
to the TV system (typically, 75 2 for cable TV, 50 Q for satellite TV), the noise
receiver/meter will read a value for proper termination which can easily be calculated.
Since one-half of the mean-square noise voltage appears across the input,

v,  ~4kTRB
Uin = ? = 72 (712)

With B = 10 MHz, T = 290 K (T is always expressed in absolute temperature; Ty =
—273°C), and k = 1.38 x 1073 J/K, for R =75 L,

v

Vin = ? =173 pv (7.13)

where the rms noise voltage has been referred to the input port. We can verify this
with our first measurement.

Now we increase the input voltage of the signal generator to a value that indicates

a 60-dB S/N ratio at the output port. This should be about

E, = %«/F x 1000 = 1.73VF  mV

Wideband
in-line RF
milli\;:lt meter
Signal generator
gnal g /
S
° 50 @
9 Precision Power
I termination supply
[ | |
| — J S o
Device :
under I
test DUT) | _ | Selective

microvolt meter

FIGURE 7.3 Test setup to measure signal-to-noise ratio.



316 NOISE IN LINEAR TWO-PORTS

where F is the noise factor of the receiver. For a receiver noise factor of 10 we would
obtain E, = 5.48 mV (rms value). If the noise energy equivalent to a noise factor of
F is assumed, we need +/F times more voltage. For a 60-dB ratio, this means that
E, = 1000 x (v,/2) x V/F.

As they are done here, over a power range of 60 dB, the measurements can be
performed over such a wide range only if special equipment is available. In cases
where the internal detector of a piece of communications equipment is used, the signal-
to-noise ratio measurements are performed over much smaller power ranges.

Let us assume that for the above-mentioned case (F = 10) we find a S/N ratio of
10 dB at the output for an input signal of 5.47 wV. By rewriting (7.6) as

E, = %«/f — VKTRBF (7.14)
with F being the noise factor, we can solve for F with
P, E;/R
F=-—"= (7.15)
P,  kIB

While the input power from the thermal energy of the input termination resistor was
kTB = 4 x 10~'* W, the input power required for the 10-dB S/N ratio was

5.47 x 1079)2
b (5:47x107)

: =3 =398x 107w (7.16)
The noise factor is defined as the ratio P/P,:
3.98 x 10713
RvET =Tk 10 (7.17)

which is the proof.

This method is used more frequently at the 3-dB point, or double the input power
if the dynamic range of the detector is small or only a linear indicator is available.
Because of hum and other pickup, this is not an easy measurement. Using a signal
generator is very expensive because in a laboratory or production environment a wide
frequency range requires several generators.

Another method is the use of a wide-band noise generator. Modern gas discharge
diodes or avalanche diodes are available which provide essentially white-noise energy
over a large frequency range. These microwave diodes typically have an output of
30 dB above kT when switched on and kT when switched off. To provide good match-
ing at microwave frequencies, a 15-dB attenuator is cascaded. This means that the noise
power of the source in the on condition is about 15 dB above kT.

In the early 1960s, low-cost noise figure test equipment was built around vacuum
diodes whose operating range was limited to 1200 MHz due to the resonate effects of
the structure. The automatic noise gain analyzer offered currently by Hewlett-Packard
and Eaton/AIL uses calibrated solid-state noise sources up to 26.5 GHz. It appears that
the upper frequency limit has to do with matching and the lower frequency limit with
1/ f noise.
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7.4 NOISE PARAMETERS AND NOISE CORRELATION MATRIX

The noise correlation matrices form a general technique for calculating noise in n-port
networks. This method is useful because it forms a base from which we can rigor-
ously calculate the noise of linear two-ports combined in arbitrary ways. For many
representations, the method of combining the noise parameters is as simple as that for
combining the circuit element matrices.

A linear, noisy two-port can be modeled as a noise-free two-port with two additional
noise sources as shown in Figures 7.4a and 7.4b. The matrix representation is

11 Y11 Y12 Vl inl
_ +| (7.18)
I Yor Yo %) in2

where i,,; and i,, are noise sources at the input and output ports of admittance form.

Since i,; and i,, (noise vectors) are random variables, is convenient to work with the
noise correlation matrix because the correlation matrix gives a deterministic number to
calculate. The above two-port example can be extended to n-ports in a straightforward
way, as a matrix chain representation.

7.4.1 Correlation Matrix

The correlation matrix is defined as the mean value of the outer product of the noise

vector, which is equivalent to multiplying the noise vector by its adjoint (complex

conjugate transpose; identical to Hermitian matrix) and averaging the result.
Consider the Y-parameter noise correlation matrix [C,]; it can be given as [7.22]

O [ ] I
ir iy i) {2 i)

The diagonal term represents the power spectrum of each noise source and the off-
diagonal terms are the cross-power spectrum of the noise source. Angular brackets
denote the average value.

e

v
te
-

|
| <
* + + i Noiseless | +
General-form v | 2-Port | v
Vi Noisy:2-Port Ve ! Y | Admittance | S : 2
_ | n1 Form n B
B - | [
| |
________ T ———- -

Correlated current-noise sources

(a (b)

FIGURE 7.4 General form of noise two-port: (a) noisy two-port; (b) noiseless two-port with
two noise current sources at input and output.
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FIGURE 7.5 Parallel combination of two-ports using Y parameters.

7.4.2 Method of Combining Two-Port Matrix

If we parallel the two matrices y and y’, we have the same port voltages, and the
terminal currents add as shown in Figure 7.5:

L=yuVi+yoVa+yuVi+yuVe+i +i;

L=yuVi+ynVo+y5 Vi +ypuVo+ir+ i) (7.20)
In matrix form
I yu+yy Y+ Vi i1+ 1)
= ! 12 + ! (7.21)
I yar+ ¥y Yo+ vy V2 ir + i)

Here we can see that the noise current vectors add just as the y parameters add.
Converting the new noise vector to a correlation matrix yields

e il + l; . x Y
(inewl pew) = b [if +i" iy (7.22)
2 2
_ (i) + () (i) + (i) (723)
(iad}) + (i) (ia3) + (i35 '

The noise sources from different two-ports must be uncorrelated, so there are no cross
products of different two ports. By inspection it can be seen it is just the addition of
the correlation matrices for the individual two-ports, which is given as

[Cy,new] = [C)] + [C;] (724’)

7.4.3 Noise Transformation Using the [ABCD] Noise Correlation Matrices

Figure 7.6 shows the noise transformation using the [ABCD] matrix, where [C4] and
[C/,] are correlation matrices respectively for a noise free two-port system:

[Cal = [vAv.A lﬂ} (7.25)

iAUA lAl;
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[CAl [CA
[A] [AT
Va
l Noise-Free Noise-Free
i 2-Port 2-Port
A [ABCD] [ABCD]

FIGURE 7.6 Noise transformation using the [ABCD] matrix.

[Anew] = [AI[A] (7.26)
The corresponding correlation matrix is given as

[Ca.] = [Cal+ [AIIC,[A] (7.27)

7.4.4 Relation Between the Noise Parameter and [C4]

Figure 7.7 shows the generator current and noise sources for the derivation of noise
parameters, where I is generator current, Y is generator admittance, and ig, i,
v4 are noise sources. Using the noise correlation matrix representation, the correlated
noise voltage and current are located at the input of the circuit, supporting a direct
relation with the noise parameters (R, T'opt, Fin)-

From the matrix properties, i4 can be written as

ir = Yeorva + iy (7.28)

a = (YcorUA + iu) (729)

Vaiy = Yeorls (7.30)
Ly

Yoor = =52 (7.31)
U4

where i, represents the uncorrelated port, Y o represents the correlation factor, and i,
and v, are uncorrelated.

Va
@

|
la Ya i @ ia

FIGURE 7.7 Generator current with noise sources.
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The noise factor F is now given as

Fo i_02 iA+YGUA2_l+ YeorVa + i + Youa |*

i iG B iG

Yeor + Y, i |
— 1+ UA( cor‘l*.' G) +1 (732)
G
] [pa e + Yo
G G
Gu Ry 2 2
=1+ G + G [(GG + Geor)” + (Bg + Beor)] (7.33)
G G
i&. = 4kTBG (7.34)
i> = 4kTBG, (7.35)
vy = 4kTBR, (7.36)
Yeor = Geor +chor (7.37)
where
G, = R, = ! Yeor = ! (7.38)
u — Ru n — Gn cor — Zcor .
R, G,
F=1+_t+ =l(Re + Reor)” + (XG + Xeor)’] (7.39)
G G

The minimum noise factor Fi;, and corresponding optimum noise source impedance
Zopt = Ropt + X o are found by differentiating F with respect to source resistance
(R¢) and susceptance (Xg):

dF
=0 (7.40)
dRG Rg,opt
dF
_0 (7.41)
dXG Xg»opl
R, 2
ROPt = G_+Rc0r (7.42)
n
Xopt = —Xcor (743)
Fuin = 1+ 2Gn Reor + 2\/Ru Gn + (Gn Rcor)2 (744)
G
F = Fin + =126 = Zopl* (7.45)
Rg

4r,|T'g — 1—‘opt|2
(I =TI + Topl?

= Fuin + (7.46)
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The noise factor of a linear two-port as a function of the source admittance can be
expressed as

R,
F = Fuin + == [(Gop = G¢)? + (Bopt — B6)?] (7.47)
g

where Y, = generator admittance, = G, +jBg
Y,pt = optimum noise admittance, = Gy + jB opt
Fpin = minimum achievable noise factor when Yo = Y,
R, = noise resistance and gives sensitivity of NF to source admittance

7.4.5 Representation of the ABCD Correlation Matrix in Terms
of Noise Parameters [7.22]:

(Ca] = [ UAU;‘ %i| _ |:Cuu° Cui :|

| iV} Qaiy Cpi Cipe
B Fmin -1 .
R, S Ry,
= (7.48)
Fmin -1 2
T - Rn Yopl Rnlyoptl

Ci Cui* ? . Cui*
Yopt = a — [Im a +] Im a (749)

Cui' + Cuu' Y

Foin = 1 + T‘“ (7.50)
Cuu'
R, = % (7.51)

7.4.6 Noise Correlation Matrix Transformations

For simplification of the analysis of the noise parameters of the correlation matrix, it is
often needed to transform between admittance to impedance and vice versa. Two-port
currents for the admittance form can be written as

L | Vi i
el e

Writing in terms of voltage (we can move the noise vector to the left side and invert y),

Vil _o-1q| i —i1 | _ ry=17| 1| —i
o fh ot 4] o

Since (Y)~!' = (Z), we have

Vil _ I —I
[ Vz} — [Z] [12} +12] [_iz} (7.54)
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Considering only noise source,

v | =iy | —i
[vz} = [Z] |:_l-2i| =[T).] |:—l'2j| (7.55)

Here the signs of i; and i, are superfluous since they will cancel when the correlation
matrix is formed and the transformation of the Y noise current vector to the Z noise
voltage vector is done simply by multiplying [Z]. Other transformations are given in
Table 7.1 for ready reference.

To form the noise correlation matrix, we again form the mean of the outer product:

(o) = Evivli ivlvii} - [z]<[ﬂ i i;]>[Z]+ (7.56)
VU2 Va2V,
which is identical to

[C.]1=[ZIIC,1[Z]* (7.57)
vt =i izl (7.58)

This is called a congruence transformation. The key to all of these derivations is the
construction of the correlation matrix from the noise vector. For passive circuit noise
the correlation matrix can be determined with only thermal noise sources. The 2kT
factor comes from the double-sided spectrum of thermal noise:

[C.] =2kT Af Re([Z]) (7.59)

and
[Cy] =2kT Af Re([Y]) (7.60)

for example, transformation of the noise correlation matrix [C4] to [Cz]:
1 —-Zy 1 0
Cul= Cusl= . . 7.61
[Cal [0 —Z22}[ Al |:—Z“ _222] (7.61)

TABLE 7.1 Noise Correlation Matrix Transformations

Original form (o« form)

Y Z A
Y 1 0 i Y12 =1 1
0 1 Y21 yn —¥21 0
Resulting form (B form) Z Z11 212 1 0 1 —Z11
221 2 0 1 0 —221
A 0 A 1 —Aq 1 0
1 Arn 0 —Ay 0 1
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N

Series-element Shunt-element

(@) (b)

FIGURE 7.8 (a) Series element for the calculation of noise parameters. (b) Shunt element for
the calculation of the noise parameters.

7.4.7 Matrix Definitions of Series and Shunt Element

Figures 7.8a and 7.8b show series and shunt elements for the calculation of noise
parameters:

Z Z
[Z]series = [Z Z] (762)
[Cz]series = 2kT Af Re([z]series) (7.63)
[Y Jshune = |:_§ _§:| (764)
[CY]shunt = 2kT Af Re([Y]shunt) (765)

7.4.8 Transferring All Noise Sources to the Input

For easier calculation of the noise parameters, all the noise sources are transferred to
the input with the help of the ABCD matrix.

Before going into the detailed analysis of the noise parameters, some useful trans-
formations using the ABCD matrix are discussed. They will be used later in forming
the correlation matrices.

Figure 7.9 shows the two-port [ABCD] parameter representation of a noise-free
system.

The general expression of the two-port ABCD matrix is given as

Vi = AV, + BI, (7.66)
I, =CVy+DI, (7.67)
l; I
_’ 4—
+ +
[ABCD]
V; Noise-free Vo
2-Port

FIGURE 7.9 Two-port [ABCD] parameter representation of a noise-free system.
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Vil _[A B|_|'W
MEERIEH 7
With the addition of the noise source at the output as shown in Figure 7.10, the matrix

shown above can be expressed as in [7.22]. The expression of a two-port ABCD matrix
with noise sources connected at the output can be given as

V, =AVo+ BI, — AV, — BI, (7.69)
I,=CVy+DI,—CV,—DI, (7.70)

7.4.9 Transformation of the Noise Sources

Figure 7.11 shows the noise sources transformed to the input, where current and voltage
noise sources are correlated.
The modified matrix is expressed as
Vi+AV,+BI, =AVy+BI, (7.71)
I, +CV,+DI,=CVy+DI, (7.72)

7.4.10 ABCD Parameters for CE, CC, and CB Configurations

Figures 7.12a and 7.12b show the grounded emitter configuration of the noise-free
transistor and with the current and voltage noise sources at the input of the transistor:

Ii Vn Io
— —
A N[ABCfD] A A
oise-iree .
vi 2-Port 'n Vo

FIGURE 7.10 Two-port [ABCD] parameter representation with noise source connected at
output.

I,-Correlated
noise sources

CCT T T T T T TS IF".A """" 1
L LAY, i Bi, ! lo

1 " 1 _’
| @ h N | [ABCD]
! " : ! Noise-free

Vi T i CVa i Din T: 2-Port T Vo
? " i
1 [ [
' |

V,-Correlated
noise sources

FIGURE 7.11 Noise source transformed to the input.
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(a)
FIGURE 7.12 (a) CE configuration of noise-free transistor. (b) CE configuration with the

noise sources at the input of the transistor.

Common emitter (CE):

Ace  Bcg
ABCD = 7.73
[ Ice [ Cer Der (7.73)
Ace  Bce VnCE = Upn + BcEicn
= . . . 7.74
|:CCE Dcg incE = Ipn + Dcglen (7.74)

Common collector (CC):

Acc  Bee
ABCD = 7.75
[ lec [ Cec  Dec :| (7.75)

Figures 7.13a through 7.13d show the grounded-collector configuration of the noise-
free transistor and with the current and voltage noise sources at the input of the

transistor.

FIGURE 7.13 (a) CC configuration. (b) CC with input noise sources. (¢) CC noise current
splitting. (d) Output current noise source transferred to the input.
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The parameters Bcc and D¢ are very small for the CC configuration because
trans-admittance (1/B¢c and the current gain 1/D¢c are large; therefore, the noise
performance/parameters of the CC configuration are similar to the CE configuration.

Figures 7.14a through 7.14f show the grounded-base configuration of the noise-free
transistor and the transformation of all noise sources to the input. The common-base
(CB) configuration is given as

Acg  Bcs
ABCD]cp = 7.76
[ Ica |:CCB Des (7.76)
Here, Acp and C¢p are very small for the CB stage because the trans-impedance
[1/Ccp = (v,/ i) = 0] and the voltage gain (1/A¢cp = v,/vil;, = 0) are very larger.
With comparable bias conditions the noise performance is similar to that of the CE
stage configuration.

7.5 NOISY TWO-PORT DESCRIPTION

Based on the convention by Rothe and Dahlke [7.3], any linear two-port can be in the
form shown in Figure 7.15. This general case of a noisy two-port can be redrawn show-
ing noise sources at the input and at the output. Figure 7.15b shows this in admittance
form and Figure 7.15¢ in impedance form. The internal noise sources are assumed to
produce very small currents and voltages, and we assume that linear two-port equations
are valid. From the set of equations from the y parameters in Table 4.1, we can describe
the general case. The internal noise contributions have been expressed by using external
noise sources:
L =ynVi+yneVa+ Ik

L=y Vi+ ynVo+ Ik (7.77)
Vi=zuli +zi2lh + Vi
Vo =201y + 2020 + Vi (7.78)

where the external noise sources are Ixq, Ix2, Vi1, and V5.

Since we want to describe our noisy circuit in terms of the noise figure, the ABCD-
matrix description will be more convenient since it refers both noise sources to the
input of the two-port [7.4]. This representation is given below (note the change in
direction of I,):

Vi=AV,+Bl,+ V4
I, =CV,+ DI, + 1,4 (7.79)

where V, and 1,4 are the external noise sources.

It is important to remember that all of these matrix representations are interrelated.
For example, the noise sources for the ABCD-matrix description can be obtained from
the z-matrix representation shown in (7.78). This transformation is

I ViaZ
Vy=—K2_y, - 2o (7.80)
Y21 221
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VnGE VngeAGB

wl® @1

inceCas
(d) continued (e)
VnGE VngeAGs Vnge(1-Ags)

CTETe T
R CONNCS  E C

iaeC :
nGE™GB inge + VnaeCaB

(e) continued (f

FIGURE 7.14 (a) CB configuration. (b) CB with input noise sources. (¢) Orientation of noise
sources. (d) Noise sources e-shift. (¢) Noise transformation from output to input. (f) Orientation
of noise sources at the input.
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Ijj—s - I
Ore——— '—0
+ +
Noisy
Vi two-port V2
- S — -
(a)

I — - I
+ +
Noise-free
i In ¢ two-port ¢ L2 V2
v [()] v

L
I —o + ! - _ L2 4 - I
+ C O +
Noise-free
Vi two-port V2
- -

(c)

FIGURE 7.15 Noisy linear two-ports: (a) general form; (b) admittance form; (c¢) impedance
form.

\'Y
A
L — 4 Q_ -
o . o
+ A A +
Noise-free
V1 Ia l two-port V2
< _

FIGURE 7.16 Chain matrix form of linear noisy two-port.

I v,
Iy=Ig, — 222 712 (7.81)
Y21 221

The ABCD representation is particularly useful based on the fact that it allows us to
define a noise temperature for the two-port referenced to its input. The two-port itself
(shown in Fig. 7.16) is assumed to be noise free.

In the past, z and y parameters have been used, but in microwave applications it
has become common to use S-parameter definitions. This is shown in Figure 7.17. The
previous equations can be rewritten in their new form using S parameters:

b] S]] S]Q ai bnl
= + 7.82
|:b2:| [521 522j| |:az:| |:bn2 (7:82)
There are different physical origins for the various sources of noise. Typically,
thermal noise is generated by resistances and loss in the circuit or transistor, whereas
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bnl an b’nl = bnl - anﬂl
821
-0 o 0
| 1
b] ~—— — b2 b) ——— —a by
{Sir) Sir)

] ~— —— a2 a] —> —~—- a2
o— o o [ S
1 2

(@) T ()
b,
e = ;2

FIGURE 7.17 S-parameter form of linear noisy two-ports.

shot noise is generated by current flowing through semiconductor junctions and vacuum
tubes. Since these many sources of noise are represented by only two noise sources
at the device input, the two equivalent input noise sources are often a complicated
combination of the circuit internal noise sources. Often, some fraction of V, and I4
is related to the same noise source. This means that V4 and I, are not independent in
general. Before we can use V4 and I4 to calculate the noise figure of the two-port, we
must calculate the correlation between the V4 and I, shown in Figure 7.16.

The noise source V4 represents all of the device noise referred to the input when the
generator impedance is zero; that is, the input is short circuited. The noise source 7,4
represents all of the device noise referred to the input when the generator admittance
is zero; that is, the input is open circuited.

The correlation of these two noise sources considerably complicates the analysis.
By defining a correlation admittance, we can simplify the mathematics and get some
physical intuition for the relationship between noise figure and generator admittance.
Since some fraction of /4 will be correlated with V4, we split /4 into correlated and
uncorrelated parts as follows:

Ir=1,+1, (7.83)

where I, is the part of I4 uncorrelated with V. Since I, is correlated with V4, we can
say that I, is proportional to V4 and the constant of proportionality is the correlation
admittance:

I, = Yeor Va (7.84)

This leads us to
Ip =Yeor Va + 1 (7.85)

The following derivation of noise figure will use the correlation admittance. The admit-
tance Y. is not a physical component located somewhere in the circuit. It is a complex
number derived by correlating the random variables /4 and V4. To calculate Y., we
multiply each side of (7.85) by V; and average the result. This gives

Vily = Yeou V2 (7.86)
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where the /, term averaged to zero since it was uncorrelated with V4. The correlation
admittance is thus given by
Vila

YCO[’ - —
Vi

(7.87)

Often, people use the term “correlation coefficient.” This normalized quantity is
defined as

Vil V2

3 (7.88)
V22 Iy

Note that the dual of this admittance description is the impedance description. Thus
the impedance representation has the same equations as above with Y replaced by Z,
I replaced by V, and V replaced by 1.

The parameters V4 and 14 represent internal noise sources in the form of a voltage
source acting in series with the input voltage and a source of current flowing in par-
allel with the input current. This representation conveniently leads to the four noise
parameters needed to describe the noise performance of the two-port. Again using the
Nyquist formula, the open-circuit voltage of a resistor at the temperature 7T is

V2 = 4kTRB (7.89)

This voltage is a mean-square fluctuation (or spectral density). It is the method used

to calculate the noise density. We could also define a noise equivalent resistance for a
noise voltage as L
_ Vi

" 4kTB

(7.90)

The resistor R, is not a physical resistor but can be used to simulate different portions
of the noise equivalent circuit.

In a similar manner a mean-square current fluctuation can be represented in terms
of an equivalent noise conductance G,, which is defined by

iz
n (7.91)
4kTB
and _
2
G, =—% 7.92
4kTB ( )

for the case of the uncorrelated noise component. The input generator to the two-port
has a similar contribution: 5
_ 1
~ 4kTB

Gg (7.93)

with Y being the generator admittance and G being the real part. With the definition

of F above, we can write
2

Ix+YsVa

F=1
+ o

(7.94)
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The use of the voltage V4 and the current /4 has allowed us to combine all the effects
of the internal noise sources.

We can use the previously defined (7.87) correlation admittance, Yeor = Geor + JB cops
to simplify (7.94). First, we determine the total noise current:

12 = 4kT (Yoor/R2 + G,) B (7.95)

where R, and G, are as defined in (7.90) and (7.91). The noise factor can now be
determined:

G R
F=1+4—"+ —"[(Gs + Geor)* + (BG + Beor)’] (7.96)
Gg Gg
Ru Gn 2 2
=14+—+ _[(RG + Rcor) + (XG + Xcor) ] (797)
Rg Rg

The noise factor is a function of various elements, and the optimum impedance for
the best noise figure can be determined by minimizing F with respect to generator
reactance and resistance. This gives”

R, )
Ron = | =+ RE, (7.98)
Xon = —Xeor (7.99)
and
Frin = 1+ 2Gchor + 2\/Ran + (Gchor)2 (7100)

At this point we see that the optimum condition for the minimum noise figure is not a
conjugate power match at the input port. We can explain this by recognizing that the
noise source V4 and I4 represent all the two-port noise, not just the thermal noise of
the input port. We should observe that the optimum generator susceptance, — X¢or, Will
minimize the noise contribution of the two noise generators.

In rearranging for conversion to S parameters, we write

G,
F = Fuin+ —126 — Zo|* (7.101)
Rg
R, 5
= Fuin + |YG_Yon| (7102)
Gg

From the definition of the reflection coefficient,

Yo — Y,
c=—2_°6¢ (7.103)
Yo+ Yg
and with
R, (7.104)
ry = — .
n ZO

"To distinguish between optimum noise and optimum power, we have introduced the conventional on
instead of the more familiar abbreviation opt.
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the normalized equivalent noise resistance

P o 4l = Lol (7.105)
M (1= TP+ Toul? .
|1 + Fo'llz
rn = (Fso — Fmin)w (7.106)
Zon - ZO
Con = 7 17, (7.107)
on 0

The noise performance of any linear two-port can now be determined if the values of
the four noise parameters Fu,, 1, = R,/50, and Iy, are known.

7.6 NOISE FIGURE OF CASCADED NETWORKS

In a system with many circuits connected in cascade (Fig. 7.18), we must consider the
contributions of the various circuits. In considering the equivalent noise resistor R, in
series with the input circuit,

_RG+Rn

= + ;, 9

The excess noise added by the circuit is R,/Rg.
In considering two cascaded circuits @ and b, by definition, the available noise at
the output of b is
Nup = Fop, G, kTB (7.110)

with B the equivalent noise bandwidth in which the noise is measured. The total
available gain G 1is the product of the individual available gains, so

Nu, = FuGoGokTB (7.111)
R,
‘Nv Fo Fp
Ga Gy
a b [

Rg

| |

FIGURE 7.18 Cascaded noisy two-ports with noise figures F, and F, and gain figures G,
and Gy,.
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The available noise from network a at the output of network b is
Napp = NoGp = F,G,GpkTB (7.112)
The available noise added by network b (its excess noise) is
Ny = (F, — 1)GpkTB (7.113)

The total available noise N, is the sum of the available noise contributed by the two
networks:

Nap = Ngjp + Npjp = FoGoGpkTB + (Fp, — 1)GpkTB

F—1
= (Fat ——) GuGokTB (7.114)

a

F,—1
Fop=F, +

(7.115)

a

For any number of circuits, this can be extended to be

-1 F-1 F-—1

F=F
Lt G + GG, +G1G2G3+

(7.116)

When considering a long chain of cascaded amplifiers there will be a minimum noise
figure achievable for this chain. This is a figure of merit and was proposed by Haus
and Adler [7.5]. It is calculated by rearranging (7.116). If all stages are designed for
a minimum noise figure, we find that, for an infinite chain of identical stages,

Fmin -1 Fmin -1
(Fot)min = (Fmin — 1) + G 4 Gi

4+t 1 (7.117)

where Fi,, 1S the minimum noise figure for each stage and G4 is the available power
gain of the identical stages. Using

1
— =14+ X+X* 4. 7.118
xS ITX+HX+ ( )

we find a quantity (Fi, — 1), which is defined as noise measure M. The minimum
noise measure
Fmin —1

Fo min_lziz
(Fur) G

Mmin (7119)

refers to the noise of an infinite chain of optimum-tuned, low-noise stages, so it rep-
resents a lower limit on the noise of an amplifier.

The minimum noise measure M, is an invariant parameter and is not affected by
lossless feedback. It is somewhat similar to a gain—bandwidth product in its use as a
system invariant. The minimum noise measure is achieved when the amplifier is tuned
for the available power gain and I'¢ = I',,,, given by (7.107).
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7.7 INFLUENCE OF EXTERNAL PARASITIC ELEMENTS

Mounting an active two-port such as a transistor usually adds stray capacitance and
lead inductance to the device, as shown in Figure 7.19. These external components,
consisting of transmission lines and parasitic reactances, modify the noise parameters
and the gain. Some researchers have published the results of these parasitic effects and
have made manual computations or used some limited computer programs.

In a paper by Fukui [7.6] an attempt was made to determine the necessary equations,
but the formulas are too involved even for pocket calculators. A more generic study
by Iversen [7.7] is also very involved because of the various matrix manipulations and
is more suitable for a computer. Besser’s paper in the IEEE MTT-S in 1975 [7.8] and
Vendelin’s paper [7.9] in the same issue have shown for the first time some practical
results using computers and even optimization methods using an early version of Com-
pact. The intention of these investigations was to find feedback that modifies the device
noise and scattering parameters such that a noise match could also provide a low-input
VSWR. It can be seen from these discussions that some feedback, besides resulting
in some gain reduction, may improve the noise matching at the input for a limited
frequency range. The derivation of these matrix methods is presented in Section 7.9.

A more recent paper by Suter [7.10] based on a report by Hartman and Strutt [7.11]
has given a simple transformation starting from the S parameters and the noise param-
eters from common-source (or common-emitter) measurements. The noise parameters
for the “packaged” device are calculated. This means that the parameters for the
“new” device, including the common-gate (or common-base) case, are calculated. The
equations are device independent. They are valid for any active two-port.

A transformation matrix, n, may be used to combine the noise sources of the various
circuit configurations. The transformation matrix parameters are given in Table 7.2 for
series feedback, shunt feedback, and the common-gate (base) case, which will be

Cac
It
17
Ly Collector T3
Ino—rNef 4y H "0 out
L Base

1 Tl
Emitter
Cep 2 LgZ Cge

T,
L,

FIGURE 7.19 Equivalent circuit of the transistor package.




INFLUENCE OF EXTERNAL PARASITIC ELEMENTS

TABLE 7.2 Transformation of Noise Parameters

335

Series Feedback

p——0
o—>m]
Zs = Rs +]X5 = Zs
SoyyM — S, N
nyp=1 np= 202‘/7/21
$1C1 + 85,Cy
[n] = ,
$1C)
ny =0 N = — o ~
$21C| + 5, C
where
S =S :_7]
1 2= 17278
S = Sy = —228
=S =157
M=>0+51)1-S5%)+ 515
N =1+ S = 822) + 81282
Cir=00-=581)1 = 82)— S8
Ci=0+51)0—-8») — 518
NTRENT
S =
[SIbevice |: Sy 522:|
Shunt Feedback
B Z,=R,+jX, =2,
S C),
ni = /2172, np = 0 Q
$1C5 + 55,C
= 1 SP—S,,0
ny = —21,7%15 Ny = 1
Zy $21C) + ), C
where
/ / ZP
Snu=S»=
2712,
2
S'p=8%=
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TABLE 7.2 Transformation of Noise Parameters (continued)

P=(1-S81)04+ 50+ 5125

0= (1-381)1+ 82)+ 1251
G =1+ S+ S22) — Si285n
Ch=14+81)+82)— 128

Si 512:|

S =
[SIbevice [ S S

Common Gate

—
G D S D
1

= -0
SR TN e
[n] =
1 C3C4 — 48125
nyp = —————— 8§ nyp=-1

Zo V(=255 + Cy)

where

V =00+ S+ 822) — 512521
Cy =1 =81 + 8$22) + S1281
Co =1+ 81D = 820) + S128n

St Sz

S =
[S]bevice [ S S

:| = common-source § parameters

important for oscillator analysis. The transformation matrix gives the new four noise
parameters as follows:

R, = RyIn11 + nipYeol” + Gylnpa? (7.120)
’ Gan 2
G, = R |n11n2 — niana| (7.121)
/ Rn * * * G’l *
Ycor = F("Zl + n22Ycor)(n11 + anYcor) + F”22n12 (7.122)
n n

A final transformation to the more common noise parameter format given by (7.102)
is still needed [7.9]:

Foin = 14 2R, (G, + G,,) (7.123)

cor

R,=R, (7.124)
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/

G
Gon= |2 +G";

R cor (7.125)
n

B,y = —Bl, (7.126)

In Chapter 3 we will see examples of the different noise parameters for bipolar and
field-effect transistors. Figure 7.20 shows the noise figure as a function of external

5 —
4 —
No
3 feedback
@
h=]
£
< 2
1 —
] | ]
0
2 4 6
F (GH2)
(a)
6 —
5 b
4 —
‘5
3 —
2 —
1 -
No feedback
0 | |
2 4 6
F (GHz)

b

FIGURE 7.20 Noise parameters versus feedback for AT-41435 silicon bipolar transistor:
(a) Fnin for AT-41435 versus frequency and feedback; (b) r, for AT-41435 versus frequency
and feedback; (c¢) I',, for AT-41435 versus frequency and feedback.
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750

FIGURE 7.20 (continued)

feedback for a low-noise microwave bipolar transistor that is discussed in Chapter 3,
the AT-41435.

7.8 NOISE CIRCLES

From Section 7.7 we see that the noise factor is a strong function of the generator
admittance (or impedance) presented to the input terminals of the noisy two-port.
Noise tuning is the method to change the values of the input admittance to obtain the
best noise performance. There is a range of values of input reflection coefficients over
which the noise figure is constant. In plotting these points of constant noise figure,
we obtain the so-called noise circles, which can be drawn on the Smith chart I'g
plane [7.12]. Using similar techniques as were used to calculate the gain circles [7.12]
and starting with the noise equation [see (7.105)] for a 50-2 generator impedance, we
find that
Ton?

Fso = Fuin + 4rnm

(7.127)

We want to find the position of the reflection coefficient on the Smith chart, as in the
case of the gain circles, for which F = constant. First we rearrange (7.124) to read

11+ Tonl?

= (F50 — Fi
v, ( 50 mn) 4|F0n|2

(7.128)
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By introducing .
N; = %u + Tl (7.129)
rn

we can find an expression for a circle of constant noise figure as introduced by Rothe
and Dahlke [7.3, 7.12]. The center for the noise circle is

C;, = Lon (7.130)
1+ N;
and the radius
N2+ N = 1T, )
ri = (7.131)

14+ N;

with the definition of N used previously. Examples of noise circles are shown in the
literature and in Figure 7.21. However, if we only consider the minimum noise figure
for a given device, we will not obtain the minimum noise figure for the multistage
amplifier system. This was explained when the noise measure was introduced. (See
Fig. 7.21.) Therefore, a better way to design the amplifier would be to use circles of
constant noise measure instead of circles of constant noise figure. The noise measure
circles are a function of S parameters, noise parameters, and I'g, using

1S211>(1 = [Tg1*)

G, = (7.132)
(I =182 + [Ta*(1S11* — |A]?) — 2 Re(I'gCy)
+is0
Vee = 8V =2GHz
Ic = 3mA I =S
Zg =509 (S12%0)
sito sizso To=25°C
[
10 250
350
f=1GHz f=4GHz
Iy =S22 Iy =522
(S12#0) (S12# 0}

FIGURE 7.21 Typical noise figure circles and gain circles.
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where
C1 = S]] — S;ZA A= SIIS22 - S12S11

7.9 NOISE CORRELATION IN LINEAR TWO-PORTS
USING CORRELATION MATRICES

In the introduction to two-port noise theory, it was indicated that noise correlation
matrices form a general technique for calculating noise in n-port networks. Haus and
Adler have described the theory behind this technique [7.5]. In 1976, Hillbrand and
Russer published equations and transformations that aid in supplying this method to
two-port CAD [7.13].

This method is useful because it forms a base from which we can rigorously calculate
the noise of linear two-ports combined in arbitrary ways. For many representations,
the method of combining the noise parameters is as simple as that for combining the
circuit element matrices. In addition, noise correlation matrices can be used to calculate
the noise in linear frequency conversion circuits. The following is an introduction to
this subject.

Linear, noisy two-ports can be modeled as a noise-free two-port with two additional
noise sources. These noise sources must be chosen so that they add directly to the
resulting vector of the representation, as shown in (7.133) and (7.134) and Figure 7.15:

I yu oy ||V i
- + | 7.133
|:]2:| |:Y21 yo [ V2 5} ( )

Vi zu zr || h v
= + 7.134
|: V2 :| |:221 | L L U2 ( )
where the i and v vectors indicate noise sources for the y and z representations,
respectively. This two-port example can be extended to n-ports in a straightforward,

obvious way.

Since the noise vector for any representation is a random variable, it is much more
convenient to work with the noise correlation matrix. The correlation matrix gives us
deterministic numbers to calculate with. The correlation matrix is formed by taking the

mean value of the outer product of the noise vector. This is equivalent to multiplying
the noise vector by its adjoint (complex conjugate transpose) and averaging the result:

7T = |:11:| it i3] = |:(l111) (11l2):| (e, (7.135)

i (ifiz)  (i2i3)

where the angular brackets denote the average value.

Note that the diagonal terms are the “power” spectrum of each noise source and
the off-diagonal terms are complex conjugates of each other and represent the cross
“power” spectrums of the noise sources. “Power” is used because these magnitude-
squared quantities are proportional to power.

To use these correlation matrices in circuit analysis, we must know how to combine
them and how to convert them between various representations. An example using
y matrices will illustrate the method for combining two-ports and their correlation
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FIGURE 7.22 Parallel combination of two-ports using ¥ parameters.

matrices. Given two matrices y and y’, when we parallel them, we have the same port
voltages, and the terminal currents add (Fig. 7.22):

L=yuVi+ynoVa+y Vi +yLVo +i1 + i
L=yuVi+ynVo+ysVi+ynVo+ir+i)

I yiut+yy Yty Vi i+
- " 2 + (7.137)
5] ity yntyn |V ir + 1
Here we can see that the noise current vectors add just as the y parameters add.
Converting the new noise vector to a correlation matrix yields

_ i +if

(inewi:ew>= . ,1 [lik—}_li* lzlé*] (7138)
ir + i}

(dsy + %y Giy) + (iy)

(i ¥y + (5i1%)  (iad3) + (i5i5")

(7.136)

(7.139)

The noise sources from different two-ports must be uncorrelated, so there are no
cross products of different two-ports. By inspection (7.139) is just the addition of the
correlation matrices for the individual two-ports, so

[Cy,new] = [Cy] + [C;] (7140)

The same form holds true for g, &, and z parameters, but ABCD parameters have
the more complicated form shown below. If

[Anew] = [A][A] (7.141)

then
[Canew] = [Cal + [AIICAI[ATT (7.142)
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The transformation of one representation to another is best illustrated by an example.
Let us transform the correlation matrix for a Y representation to a Z representation.

Starting with
I | Vi i
[12]_[Y][V2}+[i2} (7.143)

we can move the noise vector to the left side and invert y:

Vil _ vl =it | _ y-1q] D 1| —i
[V2:|_[Y ][Iz_iz}_[y ][12]+[Y ][_iz] (7.144)
Since (Y)~! = (Z), we have
Vil _ I —i
|:V2:| =[Z] |:12:| +[Z] |:—i2] (7.145)

v | =iy | _ —i
[vz} = [Z] |:—l'2i| = [T};] [—iz} (7.146)

where the signs of i; and i, are superfluous since they will cancel when the correlation
matrix is formed. Here the transformation of the Y noise current vector to the Z noise
voltage vector is done simply by multiplying by (Z). Other transformations were given
in Table 7.1.

To form the noise correlation matrix, we again form the mean of the outer product:

(vv+> _ |:(U1U1> (Ulvz)i| = [Z] <|:ll j| [lik i; ]> [Z]+ (7.147)

(viv)  (vav3) 2

or
[C.]=[Z][C,1[Z]" (7.148)

where
vt=[ir ]2t

This is called a congruence transformation. The key to all of these derivations is the
construction of the correlation matrix from the noise vector, as shown in (7.139).

These correlation matrices may easily be derived from the circuit matrices of passive
circuits with only thermal noise sources. For example,

[C.]=2kT Af Re([Z]) (7.149)
[Cy]1=2kT Af Re([Y]) (7.150)
The 2kT factor comes from the double-sided spectrum of thermal noise. The correlation

matrix for the ABCD matrix may be related to the noise figure, as shown by Hillbrand
and Russer [7.13]. We have

NV al

2kT Re(Yg) (7.15D)
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where
— YG

The ABCD correlation matrix can be written in terms of the noise figure parame-
ters as

R Fo=1 oy
[CA=2%T | o _, 2 e (7.152)

F
02 - RnYan Rn|Yan|2

The noise correlation matrix method forms an easy and rigorous technique for
handling noise in networks. This technique allows us to calculate the total noise for
complicated networks by combining the noise matrices of subcircuits. It should be
remembered that although noise correlation matrices apply to n-port networks, noise
figure calculations apply only to pairs of ports. The parameters of the C, matrix can
be used to give the noise parameters:

Ciix Ca \T . . Cuix
Y, = \/c - |:Im (cﬂ +j Im <c) (7.153)

Cui* + Cuu* Y;n
kT
Ry, = Cyy (7.155)

Fo=1+ (7.154)

7.10 NOISE FIGURE TEST EQUIPMENT

Figure 7.23 shows the block diagram of a noise test setup. It includes the noise source
and the other components. The metering unit has a special detector which is linear and
over a certain dynamic range measures linear power. The tunable receiver covers a wide
frequency range (e.g., 10 to 1800 MHz) and controls the noise source. The receiver is
a double-conversion superheterodyne configuration with sufficient image rejection to
avoid double-sideband noise measurements that would give the wrong results.

Ext. CTLR
(optional)

Eaton 2075 analyzer

(= C_JjoCcC_—_o
Boa a GPiB

1588 B _om

o [s N as] @
l
Noise
source
L] DUt

FIGURE 7.23 Noise figure measurement.
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These receivers are microprocessor controlled and the measurement is a two-step
procedure. The first is a calibration step that measures the noise figure of the receiver
system and a reference power level. Then the DUT is inserted and the system noise
figure and total output power are measured. The noise factor is calculated by

F—1

F =Fsystem_ G
1

(7.156)

and the gain is given by the change in output power from the reference level [7.14].
The noise of the system is calculated by measuring the total noise power with the noise
source on and off. With the ENR (excess-noise ratio) known [7.14],

ENR
Fsystem = ﬁ (7157)

The noise bandwidth is usually set by the bandwidth of the receiver, which is assumed
to be constant over the linear range. The ENR of the noise source is given by

Ti
ENR = "™ 4 (7.158)
cold

where T¢oq is usually room temperature (290 K). This ENR number is about 15 dB
for noise sources with a 15-dB pad and 5 dB for noise sources with a 25-dB pad.
Since both gain and noise were stored in the initial calibration, a noise/gain sweep can
be performed.

For frequencies above 1800 MHz we can extend the range with the help of the
external signal generators, as shown in Figure 7.24. As shown, a filter ahead of the
external mixer reduces the noise energy in the image band. If the DUT has a very
broad frequency range and has flat gain and noise over that range, a double sideband
(DSB) measurement is possible, with the image rejection filter removed. However, a
SSB (single-sideband) measurement is always more accurate [7.15].

Ext. CTLR
(optional)
Eaton 2075 analyzer
O [ | ( ] O [ ] 0 T
[Fiiaca] Ty
% g Boo o Local oscillator
EBE B B o= GPIB

IF {fixed)
Noise
source RF .
_:}_ ouT P LO (variable)
Filter  Mixer

FIGURE 7.24 Single-sideband noise figure measurement using an external mixer.
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7.11 HOW TO DETERMINE NOISE PARAMETERS

The noise figure of a linear two-port network as a function of source admittance may
be represented by

R,
F = Fain + == [(Gon — Gg)® + (Bow — Bo)’] (7.159)
G

where G + jB; = generator admittance presented to input of two-port
G,, +jB,, = generator admittance at which optimum noise figure occurs
R,, = empirical constant relating sensitivity of noise figure to
generator admittance, with dimensions of resistance

It may be noted that for an arbitrary noise figure measurement with a known generator
admittance, Eq. (7.159) has four unknowns, Fp,, R, G,,, and B,,. By choosing four
known values of generator admittance, a set of four linear equations are formed and
the solution of the four unknowns can be found [7.16, 7.17]. Equation (7.159) may be
transformed to

Ry|Yon)? R, |YG|? Bg
F = Fpin + TG —2R,Gop + TG - 2R,1B0,,G—G (7.160)
or
R, 5
F=Fmin+ |YG_Yon| (7161)
Gg
Let

Xl = Frnin - 2RnGon X2 = Rn|Y0n|2 X3 = Rn X4 = RnBon

Then the generalized equation may be written as

F =X + L x +|Y‘”'|2X G x (7.162)
t : Gxi g Gsi : Bsi * '
or, in matrix form,
[F] = [A][X] (7.163)
and the solution becomes
[X]=[A]"'[F] (7.164)

These parameters completely characterize the noise behavior of the linear two-port
network. Direct measurement of these noise parameters by this method would be
possible only if the receiver on the output of the two-port were noiseless and insensitive
to its input admittance. In practice, the receiver itself behaves as a noisy two-port
network and can be characterized in the same manner. What is actually being measured
is the system noise figure of the two-port and the receiver.

The two-port noise figure can, however, be calculated using the system
formula (7.156). It is important to note that F, is assumed to be independent of the
impedance of the first-stage two-port, which means that an isolator should be inserted
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between the first-stage two-port and the receiver. Thus it becomes apparent that to
do a complete two-port noise characterization, the system noise characterization, the
receiver noise characterization, and the gain of the two-port must be measured [7.18].
In addition, any losses in the input-matching networks must be carefully accounted
for, because they add directly to the measured noise figure reading [7.19].

7.12 CALCULATION OF NOISE PROPERTIES OF BIPOLAR AND FETS

7.12.1 Hybrid-IT Configuration [7.22]

Figure 7.25 shows the equivalent schematic of the bipolar transistor in the grounded-
emitter configuration. The high-frequency or microwave noise of a silicon bipolar
transistor in the common-emitter configuration can be modeled by using the three
noise sources as shown in the equivalent schematic (hybrid-IT) in Figure 7.26. The
emitter junction in this case is conductive and this generates shot noise on the emitter.
The emitter current is divided into a base (/) and a collector current (/) and both
these currents generate shot noise.

There is the collector reverse current (/.,), which also generates shot noise. The
emitter, base, and collector are made of semiconductor material and have finite values
of resistance associated with them, which generates thermal noise.

The value of the base resistor is relatively high in comparison to the resistance
associated with the emitter and collector, so the noise contribution of these resistors
can be neglected.

For noise analysis three sources are introduced in a noiseless transistor, and these
noise generators are due to fluctuation in dc bias current (ip,), dc collector current
(i.,), and the thermal noise of the base resistance.

For the evaluation of the noise performances, the signal-driving source should also
be taken into consideration because its internal conductance generates noise and its
susceptance affects the noise figure through noise tuning.

In silicon transistors the collector reverse current (/) is very small and noise (i)
generated due to this can be neglected.

|
B y II C

Ve = Cpe g 3 i
ce
o'e

Im Vb'e

FIGURE 7.25 TII configuration of the CE bipolar transistor.
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~ | source

N

be

- @

FIGURE 7.26 II configuration of CE bipolar transistor with noise sources.

The mean-square values of the above noise generators in a narrow frequency interval

Af are given by

il%n = qub Af

i2, =2ql, Af

i2, =

con

2‘]] cob Af

V2, = 4kTR, Af

v2 = 4kTR, Af

(7.165)
(7.166)
(7.167)
(7.168)
(7.169)

where I, I., and I, are average dc current over Af noise bandwidth. The noise
power spectral densities due to the noise sources are given as

i2

Sticn) = 3
o
Stim) = %
S(pn) = f}
2
S(vsn) = AS}

=2gl, = 2KTg,,

:2q1b_

— 4KTR,,

— 4KTR,

B

_ 2KTg,

(7.170)

(7.171)

(7.172)

(7.173)

where R, and R, are base and source resistances and Z; is the complex source

impedance.
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FIGURE 7.27 (a) I configuration of the bipolar transistor with noise sources. (b) Equivalent
[ABCD] representation of the intrinsic transistor.

7.12.2 Transformation of Noise Current Source to Input
of CE Bipolar Transistor

Figure 7.27a shows the grounded-emitter IT configuration with the noise sources. In a
silicon transistor the collector reverse current (/) is very small and the noise (i.,p)
generated due to this can be neglected.

Figure 7.27b shows the equivalent [ABCD] representation of the intrinsic transistor
in terms of the two-port noise-free parameters Acg, Bcg, Ccg, and Deg [7.22]:

Ace  Bce 1 0 1 0
ABCD] = =
[ ] |: CCE DCE :| [gb’e 0 :| I:Scb’e 0 :|

SChle 1
SCte ™ &m - SChe T &m (7.174)
EmSCh'c SCp'c
SChic — &m SCpc — 8m
SCh/c 1
Ace Bce 1 0 SChc — 8m SChrc — 8m

_ 7.175
[ CCE DCE (gb’e + Scb’e) 0 E8mSCh'c NG ( )

SChc — 8m SChc — 8m
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SCp'c 1
|:ACE Bcg ] _ SChc — 8m SChc — 8m (7.176)
Cce Dce Scb’c(gm + gpe + SChre) (gb’e + sCpe + SCpre)
SChic — 8m SChc — 8m
SChc 1
Ace = = (7.177)
SChc — 8m 1 - gm/sch’c
1 -1
Bce = = _ =7,
SChe — Em Em — JWCp
1
=—— (wreepe K 1) (7.178)
gm
CCE — SCb’c(gm + 8b'e + SCb’e) (7179)
SChie — 8m
DCE — 8be + SCpe + SCpe
SCphic — 8m
— [(1 +erb/6Ch’e?/rb/e +jWCb,Ci| (7180)
8m — JWCy,
L f .
Dcg=— |- +j— if (wrecye < 1) (7.181)
B fr
where
B=B(f)=2g(ry. (7.182)
8e
=|lsAm 7.183
Ir [271(0% n cm} (7.183)

Here, ry is normally very large and can be neglected for ease in analysis.

7.12.3 Noise Factor

Figures 7.28a and 7.28b show the two-port [ABCD] and the CE bipolar transistor
presentation for the calculation of the noise figure.

The resulting noise voltage V,metwork)» combining all the noise contribution, is
expressed in terms of the chain parameters:

Vn(network) = Vbn + Icn Bce + (Ibn + Dcelcn)(zs + r}/;) (7184)
Vn(network) = Vbn + Ibn(Rs + V;;) + Icn[Bce + Dce(Rs + V;;)]
+ j(Ians + Iance) (7185)

Vn(network) = Vbn + Ibn(Rs + V;;) + Icn(_re)

1 f p . g1 f
— — | (R, I, X — — |1, (7.186
+|:ﬂ+JfT:|( +ry)+ iy )+J[ﬂ+1fr} ( )
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Vobn Baelen [ABCD]

B A —dD)—= c
— Y - Noise-Free
E DaElen E
(@ c
z, rb, Vbn Baeien
5 e =) &
Vsn@ ibnT @ T Output
Dgelen
E

(b)

FIGURE 7.28 (a) Two-port [ABCD] with noise sources transferred to the input. (b) CE bipolar
with transferred noise sources to the input.

Vn(total) =V, + Vn(network) (7187)

where V,ora1y = total noise voltage
Vs = noise due to source
Vimetworky = noise due to network

The noise factor F is the ratio of the total mean-square noise current and the thermal
noise generated from the source resistance:

- — =
vn(tota]) _ Vs‘%l +V

F = & __network (7.188)
vz, Ve
ZV:sEuerﬁ:H@vﬁ (7.189)
VWl VW’[ ‘/S’l

After substituting the values of Vg, and V), getwork)» Noise factor F can be expressed as

{Vbn +Ibn(Rs +r1/7) _reIcn - [1/,3 +.](f/fT)]

~ . . . 2
Pl Viewors _ (s + ) en + 1 X5 + 1, [1/ B+ j(f/f)1} 7.190)
2 4T Af Ry
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Vi + 13 (Ry 4 1) + 12,78 4 12, (R + 1> (f2/f7)
+ I2,(Ry + r))*(1/B*) + I2,(Ry + 1)) (Rs + 1) + 27,)
4kT Af R,

(7.191)

[ BX 2078 ~ B D
4kT Af R,

7.12.4 Case of Real Source Impedance

In the case of a real source impedance, X; = 0, and noise factor F' can be expressed as

F=1+-2+

o T, GRHRIGG R 420 G+ R)?> (1) + Ry)? ( f )2

R, ' 2R, 2r.BR, 2r Ry 2 2r.Ry  \ fr

(7.192)
If wr.Cp. < 1 and B > 1, then the noise factor can be further simplified as

F—l-i-i ;/+M+r_€+w f_2 (7193)

- R, | ? 2r.B 2 2r, 12 '

1 (ry + R)*\ | [re |+ R)* (f?

=14+ — ! b 7 Ly 2 (L 7.194
TR [<rb>+< 2. >+<2 T 7 7Y

where the contribution of the first term is due to the base resistance, the second term
is due to the base current, and the last term is due to the collector current.

7.12.5 Formation of Noise Correlation Matrix of CE Bipolar Transistor

Figures 7.29a and 7.29b show the steps for the calculation of the noise correlation
matrix [7.22].

Figure 7.29¢ shows the noise transformation from the output to the input for the
calculation of noise parameters:

SCh/c 1
Ace Bex 1 0] 1 07| Scwe—8n  SChe— &m
| Cce Dee |~ | gve 0] |:5Cb’e 0} 8mSCh/c SCpe (7.199)
SChc — 8m  SChc — 8m
SChe 1
Ace  Bce 1 0 SChc — 8m  SCh'c — 8m
| Cce Dee | ~ | (gve + scye) 0] 8mSChc SChe (7190
SChe —8m  SCpc — 8m
B SChe 1
|:ACE Ber } _ SCrc = &m SCbe ™ 8m (7.197)
Cce  Dce SChc(8m + 8ye +5Che)  (8ye + 5Che + SChe)
L SCpc — 8m SChc — 8m
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Zs Vsn I'b/ Von : b Cb’c :
! || H
s Hlpan | 5
| |
| |
| |
| |
| |
| |
! —e
) | —T—Cbe |
~ ) source i fo
@] B -
|
I |Goe ImVbre :
| |
| |
| |
E ! I
| |
e 2
[ABCDI]=[AgeBgeCaeDael
(a)
[ABCD]
(¢}
Noise-Free ’
2-Port T ton
Bipolar £

% Von  Baglen [ABCD]
)@
Noise-Free
. Bipolar
E DGE'cn
(o)

FIGURE 7.29 (a) IT1 configuration of bipolar transistor with noise sources. (b) Two-port
[ABCD] with transferred noise sources to the input. (¢) Noise transformation from output

to input.

SChie 1
Ace = =
SChe — &m 1 —gm/scpe
1 —1
BCE = = - = —T,
SCpe — 8m 8m — JWCp,
= - (wrecb’c < 1)
8m
sCc(gm + gve + SCire)
Cce =
SCpc — 8m
Doy — 8etSCretsche) [(1 Wy eCre) [ The +J'WCb/c:|
CE = = ;
SChie — 8m 8m — JWCy,
1 f]
=—|=+Jj== (wrecye K 1)
[,3 fr

(7.198)

(7.199)

(7.200)

(7.201)

(7.202)
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— =] / = L
B =B(f) =g(rye fr |:27[(Cb/c+cb’e)i|

ro > (neglected) (7.203)

The noise transformation to the input using the chain matrix is shown in Figure 7.30.
The [ABCD] parameters of the noiseless transistor are given as Acg, Bce, Cce, and
Dcg. Because only i, is being transformed from the output port to the input port of
the noiseless transistor two-port, Acg and C¢g can be ignored.

7.12.6 Calculation of Noise Parameter Ignoring Base Resistance [7.22]

Figures 7.31a and 7.31b show the two uncorrelated noise sources located at its input
(ipn) and output (i.,) terminals of the bipolar transistor. This equivalent circuit is
analogous to the y representation, so converting the [ABCD] parameter into a [Y]
parameter for formation of a noise correlation matrix is as follows:

S 2901 - &

(@ (b)

FIGURE 7.31 (a) [Y] representation of intrinsic bipolar. (b) Two-port [Y] representation of
intrinsic bipolar transistor.



354 NOISE IN LINEAR TWO-PORTS

yir Y2
Yl =
Yk |:)’21 y22:|

D
Y=g = 8ve + 5(Cpe + Cpre)
AD
yp2=C~— B = —sCp,

Y21 = "B 8m —5Che

(Y], = Y1 )’12:|

Y21 Y2
[Y] _ 8be + S(Ch’e + Ch’c) _sch’c
" &m — scb’c Scb’g

T T
Lpnlp,  lenlyy, j|
Lbn l;n Len lcn

[CY]U' = [N]hoise matrix = |:

inis =0
il =0
ipniy, = kTg,, Af
- kTgm Af
lenleyy = —— 5
B
S(icn) = qlc = kTgm
. kT gy
S(ipn) =gl ), = 5

P P—
Lpnlp, lenlpy,
[CY]U' = [N]hoise matrix = |:

lb”lcn lcnlcn

U
[Cyle =kT | B
0 gnm
[Cale = [Al[Cylu[ATT
0 Bex 0 1
Ca = C . .
—1 1
Bee=——F—"=-r,=—— (wrecb’c < 1)
8m — JWCp, Em

1
SR [RUTS

(7.204)

(7.205)

(7.206)

(7.207)

(7.208)

(7.209)

(7.210)

(7.211)

(7.212)
(7.213)
(7.214)

(7.215)
(7.216)

(7.217)

(7.218)

(7.219)

(7.220)

(7.221)

(7.222)

(7.223)
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LI
[Cyle =kT | B (7.224)
| 0 &
1 1 f
(Cle=kT| ¥ b (7.225)
o 1 f <1+1+f2) :
- —J m\ Yy
| B Jr B B 7
&n =Y +5Cp, (7.226)
gt (7.227)
Y '
! LATR
(Clo — kT Y21 +5Cpe Y Jr (7.228)
Yu_ S (Y_ i fj) |
Y5 Jr Yo Ya?  f}
0 ! 8
—_—— m
Sm B 0
[Cale = 7 kT
I —{=+ ]—> 0 g
(ﬁ Jr "
0 1
1 <1 , f) (7.229)
—— ==
8m ﬂ fT
From [C, ]y, the noise parameters are given as
Fmin —1 .
Cue Cye R 2 — Ry Yom
[Cale = e T (7.230)
e —5— — Ru¥on Ry Yop!?
Cuu’ 1
R, = - (7.231)
2%T ~ 2g,

y Cii I Ca \ T il Cui* (7.232)
= — m m .
o Cuu' Cuu' / Cuu'

Yoptzgm( IB+1+ i):gm (\/g‘F]i) B>1 (7.233)

J
5 fr fr
Cuis + Cuue opt
Fon=14+ ——"7-—" 7.234
e (7.234)
1 +1 1
Fom= 1+~ 4 YP 14— p>1 (7.235)

A IR/
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The noise factor F is given as

where Y,
Y opt

Finin

R,

1 G gm gm gmw?
F=1+-—+ + + 7.236
B 2em 2Gf 2G> 2Gwi (7:230)
R, 2 2
= Fuin + G_[(Gopt - Gg) + (Bopt - BG) 1 (7237)
g
R,— 0 (7.238)

generator admittance, = G, + jBg

optimum noise admittance, = Gop + j Bopt

minimum achievable noise figure, F' = Fpj, when Yo =Y,
noise resistance and gives sensitivity of NF to source admittance

For r, > 0 the resulting [ABCD] matrix is given as

Ace
Cce

Ace
Cce

Ace
Cce

Ace
Cce

Bcg
Dc |
) SChe 1
. 1 rl; 1 0 1 0 SCpc — 8m SChic — 8m (7 239)
0 1 8b'e 0 SCpre 0 EmSCh'c SCp'c '
SChic — 8m SChic — 8m
Bcg |
Dcg
) SChre 1
_ 1 ré 1 0 SChic — 8m SCpc — 8m (7240)
0 1 |L8&ve+scre O gmSChe SCpc
SChic — 8m SCpc — 8m
Bcr |
Dcg
SChe 1
_ [ ! Vé} SCe ™ 8m ST & (7.241)
0 11 scye(gm+ 8re +SCre) e+ SChe + sCie
SCpc — 8m SCpc — 8m
Bcg |
Dcg
B SChe 1 T
SCpc — 8m SCpc — 8m
N rp5Che(&m + 8re + 5Ce) 7y (8pe + SChe + SCpc)
= SChe — g (5Che — &m) (7.242)
c m b'c 8m
SCrc(8m + Zpe + SChe) 8ve + SCpe + 5Cp.
L SCpic — 8m (scb’c - gm) .
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Bng
[Cyle =kT | P (7.243)
0  gm
0 1 + rp(8pe + SChe + SChe) o
SCpe — & SChe —
[Cale = ve T & pe T &n kT | P (7.244)
8b'e + SCpe + SCpc
1 gm
SCpec — 8m
_ 0 | _
1 L]
x SChe — 8m e + scye + sy " | 7249
+r{,(gb/e + SChe + SChe) SChie — 8m
L SChc — 8m _
Fmin -1 . ]
Cue  Cuie Ry 2 — Ry Yopt
ui i m1ﬂ2 - Rn Yopt Rnlyoptlz
o) kT_Z/(l—i-l)—i-l—i- (/)2<1+f2)] (7.247)
uu® = r - — Em\r — — .
? B) " gm B f2
1 f2 f
Cui» = kT | — + gur, ( —) - j—} (7.248)
LB AV fr
et a (e )
Cpi =kT {1 T <
o i B gmB B f}
f f ”
ry—— — (7.249)
J {gm bfT gme
2
Cie = kT [& . ( . + L )} (7.250)
B B*  ff
[C.le = [AI[Cy]u[A]T (7.251)
0 BCE 0 1
C. o
R, = — 7.253
"T2kT ( )

_ 1 L gm0 (1 f_2>
R;l—rb(l+13)+2g'n+ 2 (132+f72,

- 1 kT qlc(r)? f2
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Cij Ca\T . . Cui
Yopt = a — | Im c.. 4+ j Im c.. (7.255)
Yop = Gop +jBop (7.256)

[1/8% + 2gur, (1 + 1/B)1/B* + f2/f})
+ (gurp)* (/B + 21D+ j(f/fr)

Yopt = 7.257

P g 20, (1 1/B) + g ()2 (1/ B2+ f2/f2) (7:257)
[1/B% +2gury(L+ 1/B)(1/B* + F2/£1)

G + () (/8 + /D" (7.258)

P g 4 2r (L4 1/B) + gn(p)2(1/ B2 + f2/17) '
flfr

Boy = 7.259

= Ugm 421+ 1/B) + en PP + 211D (7:29)
/ N2 2 2 2
Zoy = U Ygn 20U+ 1/B) + g () (/B + £/ D) 7.260)

Yopt [1/8% + 2gury(1 +1/B)(1/B> + £2/£7)
+ @urp) (/B> + 21D + i (f/ fr)
Zopt = Ropt 4 JX o (7.261)

[1/gm + 2r)(L+ 1/B) + gu(rp)*(1/ B> + f2/F)]
x {[1/8* + 2gm2rg<1 + 1/2;82)(11/4;82 + 2/
Zoy = + (g;mr,,) (1//;3 + 21D - 12(f/2fr)} 7262
1/B% +28ury (1 + 1/B)A/B* + f2/f7)
+ (gmr)) (/B + 2D + (f/fr)?
[(1/gm +2rs (1 + 1/B8) + gn(r))>(1/ 8>+ £2/ D]
X [1/B% 4 2gur) (1 +1/B)(1/B* + f2/f1)
+ (gmrp)*(1/B* + f21fDA?

Ropt = 7.263
" 1/B% + 2gur, (1 +1/B)(1/B* + f2/f7) (7:263)
+ (gury (/B2 + 2D + (f/fr)?
IO g+ 2r, (L4 1/B) + g (r))*(1/ B> + £2/£D)]
Xopt = 3 ; 3 (7.264)
1/B% +2gury(L+ 1/B)1/B* + f2/f7)
+ (gurp) (/B + 21D+ (f/fr)?
_ Zopt - ZO _ Yopt - YO
Lopt = Zon + Zo Lopt = You + Yo (7.265)
R,
F = Fuin + = [(Gopi = G¢)* + (Bopt — B6)?] (7.266)
8
Fo = 1 4 21"+ Cuu Yo (7.267)

kT

1 Gy,  gnG, 1\?/1 f2
=(1+=)A+7G)+ = ) (=L
( +ﬁ>( ROt e T (”’*@) (ﬁ2+f%

(7.268)
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1 ro  (Rp+ R)(Ry,+ Ry +2r,) (Rp+ Ry)?
F=14+—|R +—=
TR [ bty 2r B 2r B2
R R 2 2
+( » + s) (f_z)] (7.269)
2r, fr

If wr.Cp. < 1 and B > 1, then the noise factor can be further simplified to

_ 1 (Rb + R‘v)z Te (Rb + R‘v)z f2

F=1+ 7 [Rb + BT +5+ o (f—%)} (7.270)

B 1 , Gy, gnGs(, 1\ (1 f?

len—(1+E>(1+rbGs)+2gm+ 3 (rb+G_s> <E+f_T2>
1
=14+ — > 1 (7.271)
7B B
where
B=B(f)=g(frpe (7.272)
o oo exp(—jwT)

T—a 1+ j(f/fa) — aoexp(—jwr)
1

= . . , (7.273)
(1/a) exp(jwt) + j(f/0 fo) exp(jwT) — 1
= L (7.274)
1+ jBo(f/fr)
apexp(—jwrt) o
=" - = 7.275
G T T (7:275)
1
ge(f — low freq') = 8e0 8e0 = ; (7.276)
(g ' (KT\ [\ KT) 7277
0= (i) =) Goe) = ()= @
fr 8 (7.278)

= 27(Cye + Cpe)

7.13 BIPOLAR TRANSISTOR NOISE MODEL IN T CONFIGURATION

Figure 7.32 shows the T-equivalent circuit of the bipolar noise model with Cyz, the
emitter junction capacitance and Z, is the complex source impedance [7.22].

For the calculation of the minimum noise figure, the T configuration is simpler than
the hybrid-II. For the formation of the noise correlation matrix with the base collector
capacitance, the Cj,, the hybrid-IT topology is an easier approach for analysis. The
noise of a silicon bipolar transistor can be modeled by the three noise sources shown
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T e iil_

E

FIGURE 7.32 T-equivalent circuit of bipolar noise model.

in Figure 7.26. The mean-square values of noise sources in a narrow frequency range
Af are given as

ecet = e2 =2KTr, Af (7.279)
eger = 2 = 4KTR, Af (7.280)
epef = e2 = 4KTR,, Af (7.281)
iper =0 (7.282)
(o))
0=—" (7.283)
L+ j(f/f)
P (7.284)
l—«o
KT
r, = (7.285)
ql.
1
g = — (7.286)
re

where the thermal noise voltage source due to base resistance is ep, the shot noise
voltage source e, is generated by the forward-biased emitter—base junction r,, and the
collector noise current source i., comes from the collector partition, which is strongly
correlated to the emitter—base shot noise.

The definition of the noise factor is the ratio of the output noise power to that from
a noiseless but otherwise identical device:

The noise factor F is given by

_ i
F=_L (7.287)
%)
Iro
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where i is the value of i; due to the source generator e, alone. From KVL, for the
loop containing Z,, 75, and 7., the loop equations can be expressed as

ig(Zg+1p) +i,r, =€, +ep,+e (7.288)
iL =i+ i (7.289)
i=L" e (7.290)
o
i = i/(1+jwCyp,) — jwCpee (7.291)
iy =i —iL (7.292)
ip = i'(1 +jwC pre) — jwC e — is (7.293)
iy = LIV (1 4 jwCoyre) — jWC e — iy (7.294)
o
ig(Zg+1p) +ir, =€, +ep,+e, (7.295)

(il‘jficp(l + jwC g, r.) — jwC e, — iL) (Zg +1p) + (%) Te
=e,+ep+e, (7.296)
LI~ @+ C ) (Zg )+ 1
=e; +ep +e [l +jwCrp,(Zy +1)]
+ %[(1 FWC re)(Zg +1p) + 1] (7.297)
eg+ep+e[l +jwCp(Zy + 1)l
ip=a +%[(1 +jwC pre)(Zg + 1) + 1] (7.298)

(I —a+jwCqr)(Ze +1p) + 1,

where i; is the total load current or collector current (ac short-circuited current) due
to all the generators such as e,, ey, e,, and i,.

Let izo be the value of i; due to the source generator e, alone and other noise
generators (e., e, €g, and i.,) are zero:

. eg
o=« 7.299
ko [(1 — o+ wCrpr)(Zy +1p) +rj ( )
B { e +ep el +jwCp(Zg +13) -] }2
Fe i _ g/l +jWC£re)(Zg +71p) + 1] (7.300)
<2 2
'ro €
2+ e + 21+ jwCr(Zg + 1)
+2 /| 4+ jwC o) (Zg + 1p) + 1e]?
_ iz, /1) 4 Cr WZg +1p) (7.301)

2
€
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4KTR, + 4KTrp, + 2KTr [1 + jwC ,(Z; + rp)?
2K T (g — |a?)/lee|?r J[(1 + jwC 1) (Zg + 1p) + 1e]?

= (7.302)
4KTR,
rb re . 2
=1+ = T or [1+jwC g (Zy +15)]
8 8
(0 — |e]?) . 5
W[(l +jWC 1) (Zg + 1p) + 7] (7.303)
g e
rp Ve . . 2
=1+ ra + 7R |1 +jwC r(Ry + 15 +jX )l
8 8
1 +jwCro) (R, + 1y +jX ) +1o|?
a_()2_1 (L +jwCpre)(Rg +rp +jX,) + rel (7.304)
|O{| 2Rgre
rp Ve . 2
=1+ = T or |1+ jwC (R +rp) —wCr X,|
8 8
I &_1 |Rg+rb+re—wCTeXgre +jWCTere(Rg+rb+Xg)|2
|o{|2 2Rgre
(7.305)
T, Fe
=1+ R—b t 5 (1= WwCnX)? + wCh (Rg + 1))
8 8
+ & 1 [Rg+rb+re(l _WCTeXg)]2+[(Xg+WCTeee(Rg+rb)]2
lor|? 2R;r,
(7.306)
S Ly (e (Ry 15 470 + X
o R, 2R, |o|? 2R,
o Te
+ (ﬁ) (ZR ) [w’CEX; — 2wC Xy + w’CE (Rg + 15)°] (7.307)
8
The noise terms and the generator thermal noise are given as (Af = 1 Hz)
€2 = 2KTr, (7.308)
2 = 4KTR, (7.309)
2 = 4KTR, (7.310)
—  2KT(xy — |/?
igp _ (OlO |05| ) (7311)
re
KT
r, = (7.312)
ql.
(o0}
o = 7 (7.313)
1+ j—
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7.13.1 Real Source Impedance

In the case of a real source impedance, rather than a complex one, for example,
=50 @, X, =0, the equation of the noise factor becomes [7.22]

@ N Retntr)® a0 o R 1)
R, 2Rg FE 2R,7, |2 T 2R,r,
(7.314)

Substituting the value of o where f, is the cutoff frequency of the base alone and
introducing an emitter cutoff frequency f, = 1/2nCT,r,,

2 R. L 2
F = T (—Olo-i-f)—(&—{_rb—i_r)
R, 2R fb 2R, re0q
(14 L) LRt ) (7.315)
2] 2 2Rgr.aq '

Simplifying the equation above by f/,

R R
fl=plet AT ReHh AT (1.316)
Ry + 1y 2nCrete(Ry +1p)

The simplified equation of the noise factor for the real source impedance is given by

2 2 2
rp Te |:<1+f ) < f ) 050] (Rg+rb+re) (73]7)
R, 2R, fb 2 2R, 100

7.13.2 Minimum Noise Factor

The minimum noise factor Fy,;, and the corresponding optimum source impedance
Zopt = Ropt + JX o are found by differentiating the general equation of the noise figure
with respect to X, and then R, [7.22].

The equation of the noise factor can be expressed as

F=A+BX,+CX; (7.318)
We determine 5
|o| 2~2 2\ %
=(1—-— — C — 7.319
“ ( a TR ) fap 7319

The coefficients A, B, and C can be expressed as

(Rg + 1p)? Tp Te
A S 2 U LS 7320
R |a|2< TR +2Rg) (7.320)
Ce e
p=_ 20 LRl (7.321)
le]> R,
a
(7.322)

~ 2r.R,



364 NOISE IN LINEAR TWO-PORTS

Differentiating with respect to X, for the optimum source reactance,

daF = B +2CX (7.323)

dX¢ly,, - - '

—B oy wCrpr,
Xopt = — = —— 7.324
PT2C T e a (7.324)
The corresponding noise factor is
Fy,, =A—CX3, (7.325)
(R + 1) | o oot aXoy

Fy =a—2_2 4+ = (142 — 7.326
Yo = r e Tl U TR, T 2R,) T 2nr, (7.326)

This must be further optimized with respect to the source resistance to get Fi,.
Differentiating Fx,, with respect to the source resistance, we get

R 2 , aXx?
Fy, =a e T @0 (0 e ) o (7.327)
P 2R,r, loe R, 2R, 2r.R,
B
— A+ 2L+ CiR, (7.328)
Rg
where
Ar=aZ+ 2 (7.329)
re
2 2
Ty — Xopt Qo Te
B = a0t L %0 ( —) 7.330
1=a— - +|a|2 w5 ( )
a
c =L (1.331)
2r,

Differentiating the noise factor with respect to R, to obtain the minimum noise figure
yields

arl o _f‘ e (7.332)
ng R(,pl Ropt
B oy r.(2ry + 1)
2 _ 1 2 2 0 Te b e
Ropt = C_l =r, — Optwf (7333)
TR
Funin = Ay +2C1 Ry = a2~ 1 20 (7.334)

Te ||

The factor a can be simplified in terms of a simple symmetrical function of f, and f}:

2
a=(1-10 e ,2) @ (7.335)
oo la|?
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B f? 2\ 211

_|:1+f_,)2_a0+<1+f_,,2) f_ezi|0l_0 (7.336)
12 f? 1

N |:(1 " f_hz) (1 * f_hz) - a0j| 05—0 (7337

If Cr, and X, are assumed to be zero, then the modified factor a can be given as

1+ 1 ! (7.338)
a = — — —_— .
2 )
B L+ F2/f2 1.2 .
R, =~' =24 +2f 2/f” re(@ry t re) (7.339)
G l+f /fb — Q0o a
R
Fiin = A1 +2C Rop = aM a_02 (7.340)
Te |oe]
f2 )(rb+Ropt) ( f2> 1
=1+ -—a|———+(1+= ) — (7.341)
( sz 0 Qpre sz (o4

7.13.3 Noise Correlation Matrix of Bipolar Transistor in T-Equivalent
Configuration

Figure 7.33 shows the T-equivalent configuration of the common-emitter circuit for
the transistor. To apply the noise correlation matrix approach, we transform the noise
model to an equivalent one consisting of two noise sources, a voltage source and a
current source of a noiseless transistor [7.22].

The new bipolar transistor noise model from Figure 7.27 now takes the form shown
in Figure 7.34. Since the system is linear, the two noise sources can be expressed in
terms of three original noise sources by a linear transformation:

yir Y2
Y]e = 7.342
Yl |:Y21 )’22:| ( )
[(1—a)g. +jWCe +Y] Y.
= (7.343)
oge — Yc Yc

Now for easier representation, the matrix for the intrinsic device is defined as [N] and
for the transformed noise circuit as [C]:

1
1 [eel e, 2¢. 0
[N Tintrinsic = m _ _ = 5 (7.344)
f _lcpe;k lcpl:p 0 ge(aO - |05| )
2
c 1 [ene;  enit Ci Ci2 7345
[ ]transformed - W _m m = C21 C22 ( . )
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B €p Rb C
aig
CTe::
Input-port ee Output-port
Ti
E

FIGURE 7.33 T-equivalent configuration of common emitter transistor.

Noiseless
Bipolar
[Y]

FIGURE 7.34 Transformed bipolar transistor noise model represented as a two-port admit-
tance matrix.

The noise correlation matrix C in terms of N can be obtained by a straightforward
application of the steps outlined as

C = AZTN (AZT)® + ARA® (7.346)

where the sign @ denotes the Hermitian conjugate.

The matrix Z is the inverse of the admittance matrix Y for the intrinsic portion of
the model and T is a transformation matrix, which converts the noise sources e, and i,
to shunt current sources, respectively, across the base—emitter and collector—emitter
ports of the transistor:

[ _(1 - a)ge 1
T = (7.347)
| g —1
B 1 Zin+rp
Zy
A= 1 (7.348)
0
- Z]]

1 epe; 0 r, O
R= — = (7.349)
A4KT Af | 0 0 0 0
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Here Y, is added as a fictitious admittance across the «-current generator to overcome
the singularity of the actual Z matrix. However, in the final evaluation of C, Y, is set
to zero. The matrix A is a circuit transformation matrix and the matrix R is a noise
correlation matrix representing the thermal noise of the extrinsic base resistance:

Fmin -1 .
Cuu- Cui' Ril 2 - Rl‘l YOpt
C= c c = 7 ] (7.350)
ui it % - RnYopt Rn|Y0pt|2
Cuu'
R, = (7.351)
2kT
Cii Ca\T | . Cui®
Yopt = c — | Im c 4+ j Im c. (7.352)
Yopt = Gopt +jB oy (7.353)

The element of the noise correlation matrix C contains all necessary information about
the four extrinsic noise parameters Fn, R, > X¢.,,» and R, of the bipolar. The expres-

sion for Fy,, R X are already derived above except the expression for R,:

&ropt? & opt

_ Cuu'
~2kT

_ <1+(f/fb)2 1) re|:1+(f/fb)2
=\ ——— — —/— + = |-

aé Bo 2 oc(z)
) (D]
Ip)r 11— = = — (=)= 7.355
+<grb>{ wi () +(7) e (2)(F)] || o

7.14 THE GaAs FET NOISE MODEL

(7.354)

n

7.14.1 Model at Room Temperature

Figures 7.35a and 7.35b show a noise model of a grounded-source FET with noise
source at the input and the output [7.22].

The mean-square value of the noise sources in the narrow frequency range Af are
given by

i =4kTg, P Af (7.356)
—  4kT(wCy)*R
P2 = WTWC)'R \ ¢ (7.357)
m
igis = —jwCo4kTCNPR Af (7.358)

-2
y= 7)) =
Stia) = 2L = (1i3]) = 47g,, P (7.359)
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6— | T || D
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] el @

Vgs
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D

(b)

FIGURE 7.35 (a) Noise model of FET with voltage noise source at input and the current
noise at output. (b) Noise model of FET with current noise source at input and output.

. 2\ 4kT(wC,)’R
S(i,) = A—gf - <|z§|> - gig (7.360)
S(iyi7) = <|igi;,|> = — jwCy4kT C/PR (7.361)

where P, R, and C are the FET noise coefficients and can be given as

1 J—
P=|-——1i2 (Hz"),0.67 for JFETs and 1.2 for MESFETs
4kTg ,,

R=|—2"__ |2 (Hz™),0.2 for JFETs and 0.4 for MESFETs
4kTw?Cys® | ¢

C=—j| 24 _| 04 for JFETs and 0.6-0.9 for MESFETs

VIiZiz
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Intrinsic-FET

Intrinsic-FET
(a)

Intrinsic-FET )
) @)

(b)

FIGURE 7.36 (a) Intrinsic FET with noise sources at input and output. (b) Intrinsic FET with
noise sources at input and output.

7.14.2 Calculation of Noise Parameters

Figures 7.36a and 7.36b show the intrinsic FET with noise sources at the input and
output [7.22]:

[YIrET intrinsic = [yll y12:| (7362)
Y21 Y22

igi; igly
[CY] = [N]noise matrix — _ (7363)

idi; iqly

w2c2 R
£ —jwegs C/PR
[Cylrer = 4kT &m (7.364)
JwcgsCA/PR gnP

The noise transformation from the output to the input can be done to calculate the
noise parameters:
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Gout

e

Intrinsic-FET

FIGURE 7.37 Equivalent circuit representation of FET with noise sources at input.

Figure 7.37 shows the equivalent FET circuit with the noise source transferred to

the input side:

[Cale = (7.365)
Line, inl,
[Cale = [T1Cy1lTTF (7.366)
[0 Bces
T] = 7.367
(T] B Dcs:| ( )
0 B 0 1
[Cade=1|] po } [Cylie [ . ] (7.368)
L s Bes  Deg
[ABCD Jrer
S§Cqd
_ Acs Bcs . 1 R 1 0 SCed — 8m  SCgd — 8m
T | Ces Des| |0 1 Scgs 1 8mSCed $Cgd
SCgd — 8m $Ced — 8m
1 0 1 0
X |:gds 1} I:scdx 1} (7.369)
[ABCD Jrer
SCed 1
|1 R §Ced — 8m §Ced — 8m
10 1 §Cod(8m + ds + SCgs +5Cas)  SCoq + &ds + SCgs + SCys
5Cod — &m 5Cod — &m

(7.370)
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§Cqd

§Ced — 8m
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1

SCed — 8m

+Rsscgd(gm + 8ds + SCgs + Scds)

SCed — 8m

$Ced (&m + &as + SCgs + SCys)

+ Rs (Sng + 8ds + SCgs + scds)

§Ced — 8m

$Cgq + 8ds + SCgs + SCys

371

L $Ced — Em $Ced — 8m _
(7.371)
2.2
vk JjwegsC/PR
[Cylrer = 4kT &m (7.372)
JjwcgsCA/PR gmP
[Calrer = [T1[Cylu[TT* (7.373)
0 1 + Rs(scgd + 8ds + SCgs + scds)
§SCod — 8m §Ced — 8m
[CalreT = ¢ ¢
| SCed + 8ds + SCgs + SCas
§Cgd — 8m
2.2
w-c; R
—* —jwcy, CV/PR
x 4kT 8m x K (7.374)
jwcgsCA/PR gmP
_ 0 1 _
1
K= SCod — &m ((scgd + gas + 5Cgs + scds))'
+Rs(scgd + 8ds + SCgs + scds) §Cod — 8m
i SCed = &m ]
(7.375)
B scesCA/PR gmP ]
SCed — 8m SCed — &m
SCgsRSC\/PR ngRv
N (SCoa + 8ds + SCgs + 5C4s) n (SCga + 8ds + SCgs + SC4s)
§Cod — 8m $Ced — 8m
= 4kT x Ky
wicg, R
Sm —jwcgsCV PR
(Sng + 8as + SCgs + SCys) (chd + 8ds + SCgs + 5Cgs)
n s C~/PR + gnP
L SCed — 8m SCod — 8m ]

(7.376)
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0 1
1 o
K, = §Ced — 8m ((chd + gas + SCgs + scds)).
. R (sCgq + 8as + SCg5 + SC5) SCod — &m
L §Ced — 8m _
(7.377)
Fmin -1 .
Cue  Cuie Ry 2 — R, Yopt
[Cilper = =4kT (7.378)
u®i ii® Froin — 1 RY RoAYo |2
T — Rplopt n| 0pt|
m P PR
Cur = 4T [( 8P 8mPR(sCea + 8as + 5Cq + SCds))
SCed — 8m $Ced — 8m
< < 1 + Rs (chd + 8ds + SCgs + SCds))iI (7379)
S$Cgd — Em SCed — 8m
o = 4kT scesCA/PR n §Cos RaCN PR(SCoq + gas + SCos + 5C45) LA
SCed — 8m SCed — 8m
(7.380)
A = |:( gmP +ngRs(scgd+gds + SCgs +Scds))
1=
SCod — 8m $Cod — 8m
x <(chd + 8as + SCgs + SCds)).} (7.381)
§Cod — 8m
sc + sCq + SC P
Cuvi = 4kT |:<—jwcgsC\/P_R+ (s€ga F 8as + 56g + SCas)8m )
$Cgd — 8m
< ( 1 + Rs(scgd + 8ds + SCgs + SCds))iI (7382)
SCed — 8m SCed — 8m
2.2
Cin = 4KT woc, R L (Cea + 8as + SCgs + SC45)sCeC/ PR B | 7383
8m §Ced — 8m
+ gas + 5Cqs F P
Bl — (—jWCgSC\/ﬁ-F (chd 8ds SCgs Scds)gm >
§Cgd — 8m
y ((chd + 8as + SCgs + SCdx))‘ (7.384)
$Ced — 8m

After substituting the values of C,,», Cy;*, C,¢;, and C;;», we get the noise parameters

R, = Cur (7.385)
2T
Cui’ Cuu’
Foin = 1 4 it 7+ Gt Yope (7.386)

kT
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Cie Ca\T . . Cui
Yopt = a— Im c + j Im c.. (7.387)

Yopt = Gopt +jBopt (7388)
Zopt —Zo Yopt —Y
Zopt + ZO Yopt + YO

Topt = (7.389)

Neglecting the effect of gate leakage current /,; and gate-to-drain capacitance C,q, the
models above will be further simplified as shown below.

Figures 7.38a and 7.38b show the equivalent configuration of the FET without
gate—drain capacitance:

[ eney,  eniy
[Cile = S (7390)
| ine,  Inl
[Calrer = [T1[CylrerlT1H (7.391)
[0 Bcs }
[T]= (7.392)
L1 Dcs FET
[0 Bes 0 1
C, = C . . 7.393
[CalreT |1 Des :| [CylreT |:BCS D2 :| ( )
The transformation matrix 7 comes from the ABCD matrix of the intrinsic FET:
Wleer = | 210 Y12 [ = [$Cs O (7.394)
Y21 Y2 &n  Gou ’
———————————————— | e, e —

9m Vgs Gout Im Vgs

ig@ECZZ ;@id = in@ ;::Cgs

FIGURE 7.38 Equivalent configuration of FET without gate—drain capacitance: intrinsic FET
with (a) current noise sources at input and output and (b) voltage and current noise sources at
input.
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]
[ Acs  Bcs yir o =y
[ IreT | Ces Des i| Ay,
Y21 Y21
B Gout _1
§CesGout  —SCgs ’
- 8m 8m
—1
[0 B °
T = <= " 7.396
7] | 1 Dcs :| —SCgs ( )
gn'l
_ 0 1
0 1
[T]" = Bl D.Csi| = 1 SCqs (7.397)
) —8m  —8m
[Calrer = [T1Cyleer[TT" (7.398)
1 2.2
- wec, R
O e — jwey C/PR
[Calrer = x 4kT 8m
| S .
—em JwcgsCA/PR guP
0 1
x| 1 scy (7.399)
—8m —8m
(C.] 4kT p —jweg (P + CN/PR) (7.400)
FET = —— .
‘ | jweg (P +CV/PR) w2 (P + R +2C/PR)
Cuu' Cui'
[Calrer = |:Cu'i Cin i|
Fmin -1 .
R, e~ Ry
=ar| (7.401)
m1r12 - Rn Yopt Rnlyoptlz

After substituting the values of C,,e, Cy;e, C,e;, and C;;», we get the noise parameters

Cu u® p
= = (7.402)
4kT gm

Cire Ca\T . . Cu*
Yop[ = \/CW' — [Im (CW.)] + j Im (CW.> (7.403)

YOpt = Gopt +JjB opt (7.404)

n
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wcgY
Gope = —— vV PR(1 - C?) (7.405)
/R
Bopt = _wcgs (1 + C F) (7406)
Cuis + CuuoY, Wy
Fmin -1 + ui +kTuu opt -1 + WC, PR(] — C2 (7407)
&m

7.14.3 Influence of Cyqy, Rys, and Rs on Noise Parameters

[e.er  enit
[Calrer = | _ _ (7.408)
| iney  Ini;
_Cuu’ Cui’
[C.lpeT = (7.409)
| Cusi Cise
2
f P+ R —2C,~/PR
Cppe = L + + (R, + Ryy) (7.410)
8m _chgd 8m
2 w2C2 C2 .
- c:C we
Cui — g‘ gs ~gd + J gd
8m _chgd gm 8Em
(R - C~PR) — (P c* «/PR)} (7.411)
8m
2 w2C2 . 2 . 2
) CeCs | R .
Cipo = |— 22 o 7ed | JWCd) R ’& Pe, | (7.412)
8m —JWCgq gm 8m 8m 8m
2 w2C2 C2 .
4 gm 2 Re gs “gd + JWCgd
Em — JWCyqq gm 8m
x (’wc“) Cx/PR):|} (7.413)
m
8m ? 2C§3 ng jwcgd
Cu'i = T +
gm _jwcgd gm gm
jwcgd . '
x(R — C~PR) — ——=—(P — C°'VPR) (7.414)
m
where
R
— = ene;l (7.415)
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Pgn = iui, (7.416)
oo ledil  _ led 417)
J@en@m  Vialil
Foin — 1
Cue  Cupe Ry mmz — R, Y(;Pt
[Calrer = c c = (7.418)
“ " e Rnyopt Rn|Y0pt|2

The modified expressions for the noise parameters are now [7.22]:

R, = C,,° (7.419)

Cije Ca\T . Cui
Yopt = C — [Im Con + j Im c.. (7.420)

Co Im C,;+\° Im C,,;
zopt:\/“”_<m ”‘>_j(m ) (7.421)
Ciie Ciie Ciie

Yopl = Gopl +jBopt (7422)
Fmin =1+ ZLRe(Cui') + Cii‘Re(Zopt)J (7423)

m

2.2
w?cy
Fmin=1+2|:( gz )(Rgs+Rs)Pgnz

w4c§s 2 D22 wzc‘;S 5
+ g—4(Rgs+Rs) P gm+ 8—2 [PR(I_C )_Pnggs]

m m

(7.424)
2
P+ R —2C,+/RP
R, = Sm * + (Rgs + Ry) (7.425)
8m —JWCgq 8m
1 m(Rs + Rys) + R(1 — C?
Rop = \/ g z) + K ) | w22 (R, + Ryy)? (7.426)
WCys P
1 R
Xopt = e 1=Cr 5 (7.427)

7.14.4 Temperature Dependence of Noise Parameters of an FET [7.22]

We now introduce a minimum noise temperature 7T;,;, and modify the noise parameters
previously derived. This equation now will have temperature dependence factors.

For the use of FETs in amplifiers used in huge dishes scanning the universe, in eval-
uating signals coming from outer space, extreme low noise temperatures are needed.
These amplifiers are being cooled cryogenically to temperatures close to 0 K. Since
there are no measurements available, the following method allows for the prediction of
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Intrinsic-FET
[ABCD]

: Intrinsic-FET
5 @)

(a) (b)

FIGURE 7.39 Noise representation in linear two-port: (a) current noise source at input and
output; (b) current and voltage noise sources at input.

noise performance of FETs under the “cooled” conditions. The following is a derivation
showing how to calculate the temperature-dependent noise performance.

Figures 7.39a and 7.39b are the familiar two-port noise representation of the intrin-
sic FET in admittance and ABCD matrix form.

The admittance representation of the noise parameter of an intrinsic FET is
expressed as

12|
G =8 7.428
"7 4Ty AS (7.428)
=
Gy = lal (7.429)
4Ty Af
c — istal (7.430)

e
1212

Where k is Boltzmann’s constant (k = 1.38 x 10723 J/K), T, is standard room temper-
ature (290 K), and Af is the reference bandwidth.
The ABCD matrix representation and the corresponding noise parameters are

le2|
R — —onl 7.431
" 4kTo AS ( )
1i2]
— Wl 7.432
8 = 4Ty Af (7.432)
_ lenial (7.433)
le2]|i2]
N = Ropgn (7.434)

where g, is noise conductance.
The expression for the noise temperature 7, and a noise measure M of a two-port
driven by generator impedance Z, is expressed as

&n
T, = Toin + TOR—|zg — Zopl? (7.435)
8
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Zy — Zopl?
— T+ NTy 22— Lol
Ry Ropt
|Tg - Toptl2
= Tmin +4NT
m (I = TopH (A = | Tgl?)
Lopt — Z
Topt _ opt 0
Zopt+ ZO

T, 1
M=
o \1-1/G,

where Z is the reference impedance and G, is the available gain.

(7.436)

(7.437)

(7.438)

(7.439)

An example of an extrinsic FET with parasitic resistances is shown in Figure 7.40.
They contribute thermal noise, and their influence can be calculated based on the

ambient temperature 7,:

T, Res(wCly)?

G, =%
"7 T (1+ w?CLRY)
T, 22 Ry, T,
Gr= o SR Ta
To (1 +w Cgngs) To
¢, — ¢ Nl _ =7, CuRy T,

Jiznzr A+ wCRD T

(7.440)

(7.441)

(7.442)

The noise properties of the intrinsic FET are treated by assigning equivalent tempera-

tures T, and T, to Ry, and gy.

No correlation is assumed between the noise sources represented by the equivalent

temperatures T, and T, in Figure 7.41.
The modified noise parameters are expressed as

Zopt = Ropl +jX0pt

RgatT, Cyd
s L "
Cys
Rgs at Tg@ ImVgs Corr Qs at Ty
RsatT,
S

FIGURE 7.40 Extrinsic FET with parasitic resistances.

(7.443)
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]

:|gds at 0°K iqat Ty

Rgs at 0°K Im Vgs ——Cys
satTy

FIGURE 7.41 Intrinsic FET with assigned equivalent temperature.

fr RgY T,
Ry =/ [ = —£ L R2 7.444
oPt \/( f ) Ru Ty + s ( )

(7.445)

Xopt =

L fr\? o (fTY
Tioin = 2f_ RgsgdsTgTd + | — RgsngT +2 f Rgsgds T, (7.446)
T

f

Thin = (Fmin - DTy (7447)

T,
&n = ( gds : (7.448)
7.449
fr= 2an5 ( )

4NT, 2

= (7.450)

Twin |+ Rgs/Ropt

T, T4 8as 2,2 p2

Ry= 7 Re+ & 21+ w CLRY) (7.451)

T,
C, =C/R,g, = Td gds( 2C2 Ryy +jwC ) (7.452)

0 gm

7.14.5 Approximation and Discussion

With some reasonable approximation, the expression of the noise parameters becomes
much simpler (by introducing the following approximation, the obtained values from
the calculation typically vary less than 5% from the exact one):

R, T,
lfi 88
fr Rus Ty

(7.453)
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and Rop > R,s. Then

Example 7.1

assumed:
Ry
Tds
Cos
Cus

NOISE IN LINEAR TWO-PORTS

Ropt = (f T) Fes T (7.454)
S ras Ta
1
Xopt = wcgs (7455)
Tonin = 2%\/ Vg5 8ds TgTd (7.456)
T
2
T
g = (ﬁ> S d (7.457)
S Ty
fr=-2n (7.458)
27 Cys
ANT
0~ (7.459)
Tmin

A linear FET model with the following intrinsic parameters is

=25Q Coq = 0.042 pF
=400 gm =57 mS

= 0.28 pF f=8.5GHz
= 0.067 pF

The temperature-dependent noise parameters for the intrinsic FET are now calculated
for two cases (room temperature):

1. Assume T, =297 K, T, = 304 K, Ty = 5514 K, Vy, =2 V, Igs = 10 mA:
fr=3 yfc = 32.39 GHz (7.460)
gs
Rop = /(fT) Tole 42 —san 0 (7.461)
f 8ds Tu '
1
Xop = —— = 6691 Q (7.462)
gs
f fr\’
Thin = 2% Pes&as TgTa + 7 grgi T2
fr\?
+2( ) resaTs=5874K (7.463)
2
T,
o = (ﬁ> 8a:1d _ 357 ms (7.464)
f Ty
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Tomin 58.7
J o— =" +1=1.59 dB 7.465
min TO + 290 + ( )
T'r s gdde
R, = &% 1+ 2y =1727Q 7.466
To To m( W) ( )

2. Assume T,=125K, T,=145K, T;=1406 K, V4 =2V, I; =5mA
(cooled down to 14.5 K!):

8m

—32.39 GH 7.467
fr= 27Cy z ( )
Ropt = /(fT) Tes Ty +12 = 12,34 Q (7.468)
f 8ds Td
1
Xopt = — 669 Q (7.469)

f f ’
Tmln rgfgdsT Td + f g?sgi T2

+2 ) resgaTy =74 K (7.470)

gn = (ﬁ) 86T _ () 67 ms (7.471)
f

Fon = 1 - +1_@+1—021 dB (7.472)

R, = Té;;gs ‘g;ff:il(l 22 2 ) = 3.86 Q (7.473)

These results are consistent with results published by Pospieszalski [7.20] and Pucel
et al. [7.21] [See also 7.22].

One final point for noise data is the inequalities derived in Eq. (4.95), which is

repeated here:

| < 4N Ty

<2 (7.474)

min

where the first equality occurs if the noise sources (at the input) are fully corre-
lated and the second inequality occurs if the noise sources are totally uncorrelated.
This is a valuable check on the data (or model) to ensure the numbers are physically
possible.
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PROBLEMS

7.1 For a passive element, show that the noise figure is given by

1

F=—
Gy

where G 4 is the available power gain. For an ideal generator (I'¢ = 0), show

that this reduces to 5
_ 1 =15]

[S21 7

What is the noise figure of an ideal 3-dB attenuator? What is the noise temper-
ature?

7.2 Consider the following resistive network, which has a noise figure given by
problem 7.1. Find the values of R; and R, for

(a) F = 6 dB (use Chapter 4)
(b) F=0dB

R r

o MV MV 0

Zo ? Ry Zy
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7.3

7.4

7.5

7.6

7.7

7.8

7.9

NOISE IN LINEAR TWO-PORTS

For a bandwidth of 1 MHz and room temperature (290 K), calculate the root-
mean-square noise voltage V, for the following resistors:

(@ R=1kQ
(b) R=1MQ
Derive a table for the equivalence between noise temperature and noise figure
for 0 to 100 K for every 10 K. Plot the Y axis as the noise figure in decibels

versus the X axis as temperature in kelvin. For a noise figure of 3 dB, what is
the noise temperature?

What is the minimum system noise figure for a transistor with a 1.0-dB noise
figure and 8 dB gain? What is the minimum noise temperature?

Give the S parameters and noise parameters of a GaAs FET at 12 GHz, ATF-
13135:

B [ 0.16/37° 0.144/—89"]

T 234/-84°  0.15/46°
Fumin=12dB T, =047/-65 R, =40Q

(a) Find Y,,, and Z,,,.

(b) Calculate the available gain for a noise match in the input, G 4(I',,) in
decibels.

(c) Using Table 7.2, calculate the four noise parameters for a 10-Q2 source
resistor.

(d) Calculate the noise figure circles in the I'g plane.

For the transistor of problem 7.6, calculate the common-gate noise parameters
(see Table 7.2).

For a three-stage amplifier, calculate the total noise figure and noise temperature.

Fi=12dB Gu =9dB
F2=l4dB GA2=9dB
Fi=18dB  Gu =9dB

The noise figure data for a low-noise transistor gives [',, = 0.5 E at the
reference plane of the test fixture. What is the device I',,, if the test fixture has
an electrical length of 1.65 cm at 10 GHz? (Given: The velocity of light = ¢ =
3.0 x 10'° cm/s. Electrical length is defined as Bl in the air line.)
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Tuner

50 0

Fon I'on
measured device

7.10 A one-stage low-noise amplifier has F' = Fi;, = 1.4 dB and G = G4, = 7 dB.
By adding source feedback, the noise figure is improved until ¥ = 1.2 dB and
G =5 dB. Show the noise measure has not changed.



CHAPTER 8

SMALL- AND LARGE-SIGNAL
AMPLIFIER DESIGN

8.1 INTRODUCTION

This chapter describes the design of small-signal amplifiers using S parameters,
including high-gain amplifiers (HGAs), low-noise amplifiers (LNAs), and high-power
or large-signal amplifiers (HPAs); broadband amplifiers; balanced amplifiers; feedback,
cascode, multistage, traveling-wave or distributed amplifiers; and millimeter-wave
amplifiers. The conditions for stability and its limitations are also included in this
chapter. Amplifier design should be considered a three-step process:

1. A dc design
2. An RF design
3. Total schematic layout

The first step is often treated too lightly, leading to nonworking amplifiers as the
transistor is not turned on properly because the engineer is clumsy with Ohm’s law. The
second step uses the concepts in Chapters 4 and 5, and the third step is necessary to lay
out the circuit mask. It is this step that requires some design experience as computers
during the process of unrestrained optimization easily come up with transmission line
elements that cannot be realized, for example, with lines where lengths are approaching
the widths or are even shorter. The junction effects of joined transmission lines must
also be included in the CAD calculations, tee, cross, and so on.

The dc bias circuits for a BJT and a MESFET are given in Figures 8.1 and 8.2. The
curve tracer responses are helpful to understand the biasing of the transistor [8.1]. The
BIJT (and HBT) bias circuit consists of four resistors, where some of the resistances may
be arbitrarily set to zero. The essential idea is to forward bias the base—emitter junction

Microwave Circuit Design Using Linear and Nonlinear Techniques, Second Edition
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FIGURE 8.1 A dc bias circuit for BJT/HBT: (a) four-resistor network; (b) active bias;
(c¢) active bias with diode.

of a silicon BJT to about 0.7 V; for a GaAs HBT this is 1.0 to 1.2 V, depending on
the materials used for the emitter and base; it may be much lower (0.6 to 0.9 V) for
Si—-Ge HBTs.

For the MESFET, an examination of the curve tracer response of a depletion-mode
device will set the negative V,, dc value by

Ve = —I4R, (8.1)

For enhancement-mode devices, a positive value of V, is required. Some examples
of dc biasing will be included in this chapter for common-source or common-emitter
transistors and the HBT cascode connection, which is an essential step in design. The
dc biasing of common-base and common-collector transistors may be accomplished by
common-emitter dc biasing.

Also included in Figure 8.1 are active bias circuits for BJTs and FETs. The value
of I; is about 1 mA, and it is set by the minimum value of % rg, which is typically 30.
The reference voltage, which is at the forward-biased emitter—base junction of the pnp
transistor, remains essentially constant over temperature (—2.5 mV/°C); the collector
current is set by R., and Vg is set by the voltage dividers R; and R;,. The same
principles hold for the FET, where active bias with pnp BJTs can also be used.

Some improvement in the temperature response can be achieved by adding diodes
to this active bias scheme. An example using the AT41400 BJT is shown in Table 8.1
and Figure 8.2, with the transistor biased at /. = 30 mA and V., = 8.0 V. The idea
is to compensate for the —2.5 mV/°C of the pnp base—emitter junction with the same
factor introduced appropriately into the active bias circuit.
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TABLE 8.1 Temperature Properties of Active Bias Circuits

AVee (V) Al (mA)
Circuits (T = —100-150°C) (T = —100-150°C)
Four-resistor bias —0.679 4
Active bias using 2907 pnp —0.494 4
Active bias with second 2907 pnp to ground —0.276 2
Active bias with 1206 diode —0.206 0.96
Active bias with 1183 diode —0.173 0.7
Active bias with 4006 diode —0.135 0.42
Active bias with 3900 diode —0.107 0.21
Note: All resistors have temperature coefficient of 100 ppm.
Vi (=0 V, (20)
v R1 R1
DD. R2 EZ Diode
RD re &
| 2N2907 ——=—{ 2N2907
GaASFET R4 R4
. Microwave
S R3 . . g’i‘\clrc"e‘:"""e R3 = devices
RFC

R RS R6
RS RS g RO %
&

V,<0 V520 V,<0 V5<0
Vg (V4 <V, for GaAs MESFET) (Vo< V; for GaAs MESFET)
(@) (b) (©)

FIGURE 8.2 Bias circuits for MESFET/PHEMT: (a) simple circuit; (b) active bias; (c) active
bias with diode.

8.2 SINGLE-STAGE AMPLIFIER DESIGN

8.2.1 High Gain

The design of a HGA depends upon the value of k, the stability factor. If k > 1, both
ports of the transistor may be conjugately matched to achieve G,,,, the maximum
available gain. If k < 1, more care must be exercised to obtain approximately G,,; and
stability at all frequencies. When k < 1, the two-port may oscillate if the terminations
fall into the unstable regions at any frequency. The definition of k was presented in
Chapter 4 [Eq. (4.7)]. When more gain is needed, it is best to use multistage amplifiers
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and guarantee each stage is stable. Another approach is to consider unilateral amplifiers,
which have 4 to 6 dB more gain than a G,,,/G,,; amplifier.

A common misconception is the belief that if £ < 1 the maximum gain is G;;
no, it is infinity, since the transistor may oscillate and deliver output RF power with
no input RF power other than noise. A helpful way to interpret G, is to consider
loading the transistor resistively until k = 1; then, if the two-port is simultaneously
matched, the gain is G,,. This is not the recommended way to design the amplifier,
since the transistor may be made stable by designing I'c(f) and I'; (f) to be in the
stable regions without the addition of any resistors.

8.2.2 Maximum Available Gain and Unilateral Gain

The material in this section was previously published in Ref. 8.2. Notice there is very
little published on the realization of unilateral amplifiers, but this should change soon,
since the gain is much higher and the stability can be made to be excellent. The most
difficult part of this design is to guarantee stability at all frequencies.

Introduction For amplifier design, various power gains of a stable circuit have
been defined in the past 50 years [8.1]. Unilateral gain (U), defined by Mason [8.3], is
the highest gain of these definitions and is realized by the unilateralization technique,
which is to make the reverse gain (S1,) zero using only lossless feedback elements. The
techniques discussed by Cheng [8.4] show several different networks to unilateralize
a circuit. An approach to measure unilateral gain was proposed by Lange [8.5] which
reveals that it is possible to build a stable amplifier with a gain of U. A more recent
review paper about unilateral gain was published by Gupta [8.6]. To design a stable
unilateral amplifier, an exact analysis of the gain and the active device is necessary.
The S-parameter analysis method deduces the following:

1. The maximum available gain, G,,,, when the stability factor kK > 1 and the input
and output ports are simultaneously matched:

k—Vk*—1) 8.2)

S21
Gna = |2
ma S12

The S-parameter matrix has two zeroes for this amplifier.

2. The Mason unilateral gain, U, which is the highest possible gain obtained
by achieving G,,, and unilateralizing the two-port network with lossless feed-
back [8.1, 8.3]:

_ [(S21/S12) — 11
2[k[S21/S12] — Re(S821/812)]

(8.3)

The S-parameter matrix has three zeroes for this amplifier, and U is consid-
ered the highest achievable stable gain at this frequency, independent of the
ground terminal.

Equations (8.2) and (8.3) give the gain and are used to evaluate the performance of
an active device [8.6]. The gain formulas, G,, and U, only provide the magnitude.
The phase angle of S,; is not available from the analysis, but this omission will be
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removed in the following discussion. Since there are many circuits that will achieve a
simultaneous match when k > 1, the resulting phase angle of $,; is dependent on the
particular matching circuits. Therefore, there is no unique answer for the phase angle
of S»; in many circuits for G, .

In the following discussion, exact G,, and U amplifier design equations with the
phase angle of S,; are derived. Further study of the amplifiers with unilateral gain
has shown that a phase angle of S, approaching 180° is possible, which allows a
perfect inverter. A 180° phase shift signal has many future applications at frequencies
of 18 GHz or higher. The high-frequency limitation depends on the stability of the
amplifier. The design of the G,,, amplifier and five different types of stable unilateral
amplifiers will be presented and verified by commercially available simulation software
such as Agilent Advanced Design System, Applied Wave Research Microwave Office,
and Ansoft Serenade or Design Suite.

Another point for discussion is the commonly accepted fact that the frequency where
|hp1|? is unity is f; and fpay is the frequency where the U is unity. The discussion in
Ref. 8.7 would argue that fi,.y is the same for U, G,,,, and G, a rather controversial
conclusion. The conventional theory is that f; is the frequency where current gain
reaches unity and a higher frequency is where U is unity, the f.x for the transistor.
Above fi.x the transistor is a passive component; fi.x iS invariant to the common
lead, and it is also called the maximum frequency of oscillation.

Maximum Available Gain The following analysis is based upon problem 1.17 of
Ref. 8.1. If two two-ports S,, and S, are cascaded, the resulting two-port has the
following S parameters (Fig. 8.3):

S = Sun + % (8.4)
Sip = :;2752’;’;2“ (8.5)
Sy = % (8.6)
S = S+ % (8.7)

The G,,, amplifier is the cascade of three two-ports (Fig. 8.4). By the above formulas
and the assumption of a perfect input and output match, the result shown is

Sg21 Sle Sn21

S = (8.8)
(1 - Sg22Smll)(1 - Sm225n11) - Sg22Sm21Sm12Snll
Se128m12S
512 _ g120m12°9n12 (89)
(1 - Sg22Smll)(1 - Sm225n11) - Sg22Sm21Sm12Snll
Sii=S8»n=0 (8.10)

N ouT
o—»— Sm Sn  —>—e

A 4

FIGURE 8.3 Cascade circuit of two-ports S,, and S,,.
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IN OouT
[ Sg Sn —>—e

FIGURE 8.4 Typical G,,, amplifier.

This result gives both the gain and phase of Sy, but the phase depends on the particular
matching structure. These formulas for S,; and Sj; have been verified in Advanced
Design System, Microwave Office, and Serenade. Notice (8.8) for S,; bears a startling
resemblance to the transducer gain equation, G7 [8.1].

Unilateral Gain The unilateral gain, which is defined by Mason, has usually been
used as a design criterion for transistors because the gain is invariant to the common
terminal for an active device. To achieve the unilateral gain, Sy, Si1, and Sy, of the
four S parameters are reduced to zero using lossless feedback and lossless matching
regardless of the value of k. The first method of unilateralizing an amplifier is to
use two lossless feedback elements to cancel the real and imaginary parts of Sj,. This
method will turn out an arbitrary angle of S,;. Three calculated examples of this method
in ADS (Advanced Design System) are given in Figure 8.5 for the MWT-7 MESFET
biased at Vpg = 5 V and Ip = 28 mA. The two-port network of circuit A includes two
types of feedback interconnection, shunt—shunt and series—series. Circuit B consists
of a series—shunt feedback at the input, and circuit C is made up of a shunt—series
feedback at the output [8.4]. The resulting performance is shown in Table 8.2.

L2
L2

Cl1

L1=0.085 nH
L2=0.261 nH
L3=0.046 nH
L4=0.144 nH

L1=0.593 nH

L4 L2 =1.236nH 1
L3 =0.453 nH CS C1=0.70 pF
L4=0.161 nH I CS =4.04 pF
) = (CS=16.11pF il
(@) )
Cl1
L3 L2
L1=0.051 nH
L2=0.203nH -
L3 =0.186 nH
L4 =0.076 nH
L C1=0.23pF
1 CS =3.35pF

FIGURE 8.5 (a) RF schematic of circuit A. (b) RF schematic of circuit B. (¢) RF schematic
of circuit C.
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TABLE 8.2 S Parameters of MWT-7: Circuits A, B, and C at 18 GHz

S11 (dB/deg) S12 (dB/deg) S>1 (dB/deg) S2, (dB/deg)
MWT-7 —2.81/—155.90° —20.00/15.50° 4.81/42° —8.57/—89.60°
Circuit A —28.33/0.14° —50.99/—86.95° 15.61/91.77° —60.01/—21.80°
Circuit B —59.81/—170.09° —50.99/87.97° 15.62/—91.98° —53.91/148.37°
Circuit C —41.80/69.84° —50.99/82.61° 15.62/—96.95° —59.94/—69.17°
IN ouT
al ) 1 fffffffffffffff N b2
bl > > a2
— Port 1 Port 2 —=

Lossless Adjustable Coupler

‘ Lossless L‘ine Stretcher
< w

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, ]

Lossless N Lossless : G, Amplifier
Tuner Tuner :

A 4

FIGURE 8.6 Unilateral amplifier using a variable coupler and a variable line stretcher.

Another unilateralizing method that uses a variable 90° coupler for the lossless
feedback, as proposed by Lange [8.5], is given in Fig. 8.6, which consists of a uni-
lateralizing variable coupler, a line stretcher, and an internal amplifier that is a G,
amplifier. The S parameters are given in the following:

1. The S parameters of an ideal directional coupler are

[0 c —jT 0
c 0 0 —jT
—jT 0 0 C
0 —jT C 0

Slc =

0 C T/-90° 0
C 0 0 T/-90°
| T/-90° 0 0 C (8.11)
0 T/-90° C 0

with C?> =1 — T? and where port 3 is the through port and port 2 is the cou-
pled port.
2. The § parameters of a G,,, amplifier [Egs. (8.4) to (8.7)] are defined by

Sma = [Sll_ma@ S12_ma&2S2l_ma@ SZZ_ma@] a|S2]_ma|
= VGa>1and [S12 mal = v/Grar < 1 (8.12)

Si2

S (k — vk? — 1), G,ur being the reverse G,,,.
21

where G,,.r =
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3. The S, and S,; of the lossless line stretcher are

S 12=1/¢ S 1 =1/¢

4. The derivations of S parameters of a unilateral amplifier with 90° directional
coupler (Fig. 8.6) are given in Appendix D. The results are

by

Sj1=—= TZSH ma [ (—1800 + 63) (8.13)
a -
by CLD = VGmar (d’ +62)

Sp=2 VGrur /@ + 0) (8.14)

as 1—- C\/ GmaR[ (¢ + 92)
by  C[0"—VGui/($+6)

Sy = 2 — (8.15)
T4 T 1= G /(@ +61)
bZ 2 o
Sy = — = TS5 ma [(—180° + 64 + 2¢) (8.16)
2

Consider the measurement of Sj, using Figure 8.6, where the input signal is a, at
the output port and the reflected signal is b; at the input port. For S}, the line stretcher
varies the phase such that the coupled portion of a, is 180° out of phase with the
portion of a, from the transistor amplifier and the line stretcher. As Sj, approaches
zero to achieve unilateralization, the value of S,; is that of the unilateral gain of the
transistor amplifier. The derivation of unilateralization is given in Appendix D and the
results are

S =0 only if o+60,=0° and C =+/Guar (8.17)

This approach of unilateralization will also produce an arbitrary phase angle of S5;.
Circuit D in Figure 8.7 uses this approach, and the simulation results are listed in

______________________________________________

L=3nH | E
R =50 Ohm | Internal i
. | Amplifier Matching |1
. : Network |!
' 1
Zy =50 Ohm _|:|_E_ Matching MWT-7 i
Por 1 | Network i
] |: Zy=50 Ohm | :
' 1
: i I
Port 2 Directional |
- |
Coupler

FIGURE 8.7 RF schematic of circuit D.
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TABLE 8.3 Performance of Circuits D and E at 18 GHz

Circuit D Circuit E

Without Parallel R With Parallel R Without Parallel R With Parallel R
and L at Port 1 and L at Port 1 and L at Port 2 and L at Port 2

C (dB/deg) —14.49/0° —14.50/0° —32.92/0° —33.69/0°

¢ (deg) —122.00° —120.92° —100.30° 105.70°

S11 (dB/deg) —30.04/—30.01°  —30.20/72.95°  —28.68/—19.88° —26.54/—38.01°
Si2 (dB/deg) —84.00/—54.38° —67.88/—132.45° —80.00/163.14° —70.10/143.23°
S>1 (dB/deg) 15.47/—120.21°  15.35/—116.04°  15.46/—179.94° 15.35/—179.48°
Sy, (dB/deg) —30.03/104.96°  —30.66/137.19°  —34.04/26.21°  —29.94/38.76°

Internal amplifier’s —14.49/121.99° —14.50/121.97° —32.89/100.26° —33.58/105.29°
S12/92 (dB/ng)
Internal amplifier’s  10.32/148.49° 10.32/147.47° 14.40/100.39° 14.46/102.37°
$,1/61 (dB/deg)

Table 8.3. The 3-dB bandwidth of Sy; is typically 10%. Equation (8.17) is a general
analysis for this kind of unilateralization technique shown in Figure 8.6.
Now a special condition is discussed as follows. From Eq. (D.10) in Appendix D,

Si=-—U if ¢+6,=0° (8.18)

Consequently, a perfect inverter at microwave frequencies can be built when the
circuits satisfy Eqgs. (8.14), (8.15), (8.17), and (8.18), which means 6; = 6,. A novel
circuit topology that fulfills (8.17) and (8.18) is proposed here to achieve a unilateral
amplifier with 180° of S;. Circuit E shown in Figure 8.8 is an example for the new
topology. The feedback amplifier consists of a CS transistor, matching networks, and
a parallel—parallel feedback network, which makes the phase angles of S,; and S, of
the internal amplifier the same. This result also includes both magnitude and phase for
the unilateral gain, which was verified on ADS.

> =
3
=2
<}
=
o

E Matching
i Network

Zy =50 Ohm Matching
*— | Nework MWT-7

Port 1

Port 2 Directional |  TTTTTTTTTTTTTTTTTToTmooomoomooooomoooomooooos
Coupler
L1=3nH
| L2=1.37nH
L1 R R =50 Ohm

FIGURE 8.8 RF schematic of circuit E.
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Verification The MWT-7 MESFET from Microwave Technology, where the bias
conditions are Vpg =5 V and Ip = 28 mA, is used in circuits A, B, C, D, and E for
the same operational frequency, 18 GHz. The k factor is 1.117 and the G,,, [(8.2)], is
10.32 dB. The theoretical U is 15.47 dB from Mason’s equation,(8.3). Using the loss-
less feedback elements to unilateralize the MESFET, the three topologies in Figure 8.5
give the required unilateral gain and various phase angles of Sj; and S;. The results
are shown in Table 8.2. The three values of S,; in decibels, which are equal to the
unilateral gains, approach the theoretical values. All three circuits are designed to be
stable by the topology of the shunt inductor (low-frequency stability) of the input and
output matching networks. Using the stability circles to check these three cases, circuits
A, B, and C are stable from 1 to 18 GHz, even where k < 1, which means the circuits
are conditionally stable.

Using the topology recommended in Ref. 8.5, the resulting circuit for unilateral gain
is given in Figure 8.7. The internal amplifier of circuit D is a G,,, amplifier. Table 8.3
illustrates the simulation results of circuit D that satisfies (8.11) to (8.17) and is a
typical unilateral amplifier. For circuit D, 6; is not equal to 8,. Therefore, the phase
angle of Sy; is not 180°. The internal amplifier of circuit E is a feedback amplifier and
its results are also listed in Table 8.3. The phase angle of S, of the amplifier and line
stretcher is 180°, so it will cancel the coupled signal from the out port to the in port
precisely. Circuit E’s 0; is equal to 6,. The phase angle for circuit E is 180° for S,;,
which fits (8.18).

In Figures 8.7 and 8.8, the parallel resistors in ports 1 and port 2 are used to make
the two circuits stable at low frequencies and have no significant effect on gain. For
these resistors, the S,; of the two circuits will decrease 0.1 dB compared to the S;;
without resistors. Using the stability circle method to verify the stability, both circuits
D and E are stable.

The material presented for the design procedure of a unilateral amplifier may be
summarized by three different procedures:

1. For circuits A to C, try various forms of lossless feedback using two elements
to reduce |S),| to below —50 dB, which will bring k above 1. Then match the
input and output with standard lossless matching structures, M| and M,.

2. For circuit D, the k must be greater than unity, so you design a G,,, amplifier
with M| and M, in the usual way. Then you adjust the variable coupler and the
line stretcher to cancel | S}, | to below —50 dB. This will produce an S-parameter
matrix with three zeroes, and the angle of S,; will often approach 180°.

3. Beginning with circuit D, an additional form of feedback is added to the G,
amplifier to produce circuit E. For the example in this section, this was an
inductor which produces an angle of 180° for both S,; and S;,, which becomes
a perfect inverter at 18 GHz. This can be used to produce an active balun, an
important component for many circuits. Due to low-frequency considerations,
a stabilizing network may be necessary which has a very small effect on the
resulting gain.

Hopefully, some realizations of these amplifiers will be reported soon with band-
widths of about 10% and gains of 4 to 6 dB higher than other conventional approaches.

Conclusions The design of amplifiers for G,,, and U has been presented in a new
form, where the G,,, amplifier design has many phase solutions determined by the form
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of the lossless matching circuits. Once the internal amplifier design is determined, the
unilateralized amplifier may be achieved with a coupler and line stretcher, which is
demonstrated by circuit D. The value of the coupling factor of the coupler is simply
the |S)2| of the G,,, amplifier. A new topology is proposed (circuit E) which makes the
phase angle of U approximately 180°, which is the same value for the low-frequency
S»1 of the CE or CS transistor, which will have many applications in microwave circuits
(e.g., active baluns). The equations for the specified topology of a variable coupler and
a line stretcher give both the magnitude and phase of S;, which is another new feature
in this discussion. From the results of this section, it is possible to design an amplifier
with unilateral gain and an arbitrary phase angle of S5;.

8.2.3 Low-Noise Amplifier

The key to this design is the lossless input matching circuit, which must present I,
to the input of the transistor. This will result in an imperfect match at the input but
the lowest noise figure. The output is conjugately matched for highest gain. A low-
noise design must be stable, so stability considerations in the operating band may be
ignored for the first-order design, but stability should be checked in all bands before
the amplifier is realized.

Noise circles in the I', plane will determine the effects of mismatching on the
resulting noise figure, given as

R,/R[(Ry — Rpp)* + (X — X,pn)?
FX — Fmin+ n/ x[( X |Zl) |;_( X VL) ] (819)
on

where F, = noise figure at generator impedance of Z,
Z, =R, +jX,
Fnin = NF at generator impedance of Z,, (Zop)
Zun = Ron +onn

The gain is the available gain G,, sometimes called the associated gain, since the
amplifier output is always conjugately matched, so S, = O for the amplifier.
The noise circle equations are

l—10}1
Center = Cr = T+ N (8.20)
N2+ N1 = |T,,|?
Radius = Ry = v +1 J(FN IConl™) (8.21)
where
14,y |2(F — Fy
N — | + on |4£ mm) (822)
n
R,
= (8.23)
0
4R,|Tg — [y l?
F nl G on| (824)

= Fpin +
m |1 +Fon|2(1 - |FG|2)
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Numerous examples of this description of noise circles are found in the literature [8.1].
Since all CAD packages will plot noise circles, further discussion is unnecessary. See
Ref. 8.8 for further discussion of these concepts.

The problem of an imperfectly matched input port may be solved by using a balanced
amplifier configuration, first suggested by Bell Labs in 1965 [8.9, 8.10]. The balanced
amplifier is used in many applications where cascading individual stages are required
and of course stability is also required. In microstripline, the Lange coupler [8.11] is
used to provide the required 3-dB coupler.

The balanced amplifier configuration is shown in Figure 8.9 along with two alternate
design procedures. The basic concept is to use two identical amplifiers inserted between
two 3-dB couplers. If the amplifier stages are identical (Fig. 8.10),

1
S = 5(51111 —811) =0 (8.25)

| |
1 12 N 1 i
L] L
L~ 1
i t
i IsnA ] ! 50 Q
i |
1 | 1
] | =
] | |
| | |
X /o ou
i H | i V
50 @ : ; Sus { |
1 | Lange 1 Lange J
il coupler | | coupler II

A, — Qut

{c}

FIGURE 8.9 Low-VSWR amplifiers: (a) balanced amplifier using 3-dB Lange coupler;
(b) balanced amplifier using 3-dB Wilkinson power divider (P.D.); (c¢) isolator amplifier.
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V incident 10° 0.707 /0°

—> S11a

V refiected 0.5 §,14 0° 0.707 S11a 0°

+ 0.5 S11g 180°
= 1/2 (8114 — S118)

0.707 /90°

—_—

—= S118

5002 0.5 8114 /90° 0.707 S118 90°
+ 0.5 8118 190°

= 1/2 (S11a + S118) [90° derivation of 8y;

FIGURE 8.10 Analysis of 3-dB directional coupler.

1

$o1 = E(SZIa + $210) = $21a = S21p (8.26)
1

S» = E(Szza —S$2,) =0 (8.27)
1

F= E(Fa + F) (8.28)

The gain is the average gain and the noise figure is the average value. If one stage
is open circuited, the gain will decrease by 6 dB, so-called graceful degradation. The
reflected power ends up at the 50-Q termination of the coupler. This is shown in
Figure 8.10 for an ideal, lossless 3-dB coupler. Two back-to-back lossless couplers
may be considered a “O-dB gain amplifier,” which is the first step in the design of
balanced amplifiers. For larger bandwidths, an overcoupled design is needed, that is,
1.5 to 2.5 dB, which introduces ripple but increases the bandwidth significantly.

Another way to solve the input mismatch is the use of Wilkinson in-phase power
splitters. In this case, a quarter-wavelength phase shift is introduced into the input of
one stage and the output of the other stage. The resulting reflections are absorbed by
the 100-2 termination of the Wilkinson; see Figure 8.9b. The third choice is using
isolators (Fig. 8.9¢).

Still another way of designing LNAs with good input match is the use of lossless
feedback, where I',, is made equal to S’1*1, as discussed in Refs. 8.12, 8.12a, and 8.13.
The usual solution is to use a common-source inductor to resonate the C,, capacitor;
this results in a LNA with a noise figure of F;, and an input reflection coefficient
of S 11 = 0.

8.2.4 High-Power Amplifier

This type of amplifier should be considered the dual of the LNA. Instead of matching
M, for best noise figure, we match M, for best output power. If the data sheet does
not provide the value of I'p,, we can estimate the value from the dc curve tracer
response [8.14].

In analogy to noise circles, the output power ellipses (or roughly circles) may be
plotted in the I'; plane to determine the effects of mismatching in the output. This
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is only an intuitive way of understanding the design, and a more accurate procedure
requires using the nonlinear device model and a harmonic balance calculation for the
dynamic load line (see Fig. 1.25) and the output power spectrum at the load. Because
the HPA is the dual of the LNA, we can find lossless feedback circuits which will
make I'g, become S’i;; in other words, maximum power will be given with Sy, = 0 for
the total amplifier structure, which can be a difficult task without the use of lossless
feedback. A feedback resistor may be required to raise the third order intercept (TOI)
which will surely lower gain slightly. Gain can be easily achieved, but the TOI is often
the main criterion.
The analogous equation to (8.19) for HPA is

R,y /R:[(R: = Rop)* + (X, — Xo,)*]

Gx = Gmax - |Z |2
Op

(8.29)

where G, = large-signal power gain at load impedance of Z,
Zx = Rx +]Xx
Gmax = large-signal power gain at load impedance of Zg,(Zop)
ZOp = ROp + jXOp

This describes the large-signal gain circles in the I'; plane. Since this is really deter-
mined by the nonlinear model of the transistor, however useful, this linear approach
is only a first-order approximation.

We must also pay attention to the thermal impedance of the transistor and the
maximum junction or channel temperature of the transistor, which is normally con-
sidered to be 200°C for Si, 175°C for GaAs, and 155°C for SiGe, in order to ensure
long-term reliability.

Another consideration for power amplifier design is the difference between bal-
anced stages using 90° couplers and push—pull amplifiers using 180° baluns. For some
unknown reason, microwave designers tend to use the former, while RF designers
use the latter. Recent studies at 2 GHz using MESFETs show the difference is very
small. The balanced amplifiers gave better output match due to coupler performance,
but push—pull amplifiers were only 6 dB worse in the output match. The primary dif-
ference in these two approaches has to do with which harmonics and intermodulation
products are canceled [8.15].

The large-signal effects of MESFETs may be described by AM/AM and AM/PM
measurements [8.16], which are illustrated in Figure 8.11 for a 1-W MESFET at 6 GHz,
the MWT-17 from Microwave Technology. This transistor has a gate geometry of about
1 pm x 2400 pwm, which was found to be optimum for about 1.5- to 2.5-GHz wireless
applications. The AM/AM distortion is described by changes in |S,;| versus Py, and
the AM/PM is described by changes in <S,; versus P;,. The chip was measured in
a 50-Q2 system with tuners added to tune the device to the maximum power and gain
point. The small-signal gain was 7.5 dB with a phase angle of zero; as the input
power increases beyond 19 dBm (the P;dBc point), the gain drops rapidly and the
phase angle increases nonlinearly. Finding nonlinear models which also behave in this
fashion is a challenging and necessary part of the design; the Angelov model mentioned
in Chapter 3 seems to also produce these large-signal effects.
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8.2.5 Broadband Amplifier

For this type of amplifier, the highest possible gain at f; is required and the gain must
be made flat by mismatch at the input and output. This is usually accomplished on the
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FIGURE 8.11 Large-signal distortion of MWT-17 MESFET.

computer with either S parameters or the nonlinear model.

In Chapter 5 we discussed a 6- to 18-GHz MESFET amplifier design using dis-
tributed matching elements. There are numerous solutions to this type of design, but

be sure the design is stable at all frequencies.

Resistive feedback may also be used for broadband amplifiers with reduced gain.

8.2.6 Feedback Amplifier

By using resistive feedback, broadband amplifiers with reduced gain and good matches
are produced in high quantity today. In this case engineers do not have to use the Smith
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chart. These amplifiers are unconditionally stable at all frequencies, and they can be
easily cascaded for higher gain. The first microwave feedback amplifier was developed
by Avantek [8.17].

This design began with the compound feedback circuit with RE and RF chosen for
S11 = S = 0 at low frequencies using silicon BJTs. Then about 1982 the MODAMP
(Monolithic Darlington Amplifier) [8.18] followed and was in full-scale production by
1985. This configuration is shown in Figure 8.12. The basic idea is to extend compound
feedback to a higher gain configuration with broadband performance but forget about
gain flatness, which is not always important. This type of silicon MMIC (available
from Agilent and Mini-Circuits) is produced in high volume and sells for less than $1
in high quantity. This type of stable amplifier is very popular among engineers who
do not understand Smith charts but need to test some prototype system which needs
gain with low cost. The MODAMP fulfills this need very nicely.

The detailed derivations of the compound feedback circuit are found in Ref. 8.1,
and the derivations of the MODAMP have never been published. The MODAMPs
were all designed using PSPICE and a modified Gummel-Poon model for the BJT
devices. Notice that the bias circuit cannot be separated from the RF circuit because
monolithic capacitors would occupy far too much real estate; the dc blocking capac-
itors are used external from the monolithic circuit. This series of amplifiers basically
provides different output powers at P;dBc, up to 1 W output power. The biasing is
primarily determined by the current, where the voltage is relatively unimportant.

Another view of lossless feedback amplifiers is presented here. There are basically
three types of useful lossless feedback amplifiers:

1. High-gain unilateralized amplifiers [8.3, 8.15]
2. LNA amplifiers designed for S}, = 0 [8.11, 8.12]
3. HPA amplifiers designed for S,, = 0 (the dual of 2)

The third group may have lower power gain, and S’22 = 0 is unnecessary for most
applications. It can always be achieved by a balanced configuration if needed.

The effect of feedback in amplifier circuits can be expressed by series elements in
the nonfeedback circuit of Figure 8.13 for series feedback and by parallel elements for

22 mA
360 Q <
—\VVW— ’ 0 4.0 V typical
[0 mm——
§ 2150 244 @
6Q

L

FIGURE 8.12 MODAMP schematic (MSA 07).
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FIGURE 8.13 Feedback circuits.

the parallel feedback, also shown in Figure 8.13. The analysis for the series feedback
case follows.

Consider the series combination of Z, and the two-port Z. This is equivalent to
the two-port with two series elements, one on the input with a voltage drop of (1 +
A;)Z; and one on the output with a voltage drop of (1 + 1/A;)Z. This is simple to
show since

L+L=10+A) (8.30)
L+ hL=DhL10+1/A) (8.31)

and the laws of linear superposition apply.
For the parallel feedback case, consider the parallel combination of Y, and the two-

port Y. This is equivalent to the two-port with two parallel elements, one on the input
and one on the output, with values given by

I

V)= — =Y;(1-A,) (8.32)
Vi
53

Y= — =Y;(A, — 1) (8.33)
%)

Thus the equivalence in Figure 8.13 has been shown.
The case of a parallel resistor is of interest since the input and output power lost
can be easily calculated and is small if the resistor is large.
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8.2.7 Cascode Amplifier

In 1948 MIT researchers investigated the best configuration for low-noise figure from a
two-stage vacuum tube amplifier [8.19]. They found that a common cathode—common
grid configuration gave the best noise figure from the nine possibilities and named it
the cascode. This name is still used today, especially for the common source—common
gate FET configuration, which is widely used for high-gain applications.

An example using this concept is the design of an HBT amplifier using the BFP
620 SiGe HBT from Siemens/Infineon for a 1- to 4-GHz amplifier using the library
nonlinear model in Serenade. Lumped-element IT-networks were used for the matching.
The individual HBTs were biased at /¢ = 14 mA and Vg = 2 V (approximately). The
gain is 22 42 dB and the noise figure is less than 3 dB. The input/output match is poor,
but this can be solved by the techniques given in Chapter 4 (balancing, feedback, etc.).
The matching circuits are low-pass IT networks, where often one capacitor is essentially
zero. The initial design was for a narrow-band 4-GHz amplifier which turned out to
be a relatively flat gain design over 1 to 4 GHz with a gain of about 22 dB.

After optimization of the input and output circuits over 1 to 5 GHz, the performance
improved to (Fig. 8.14)

Gain =22.0+ 1 dB

NF = 2.9 dB maximum
|S11] = —2.5 dB typical
|S22| = —2.5 dB typical
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FIGURE 8.14 A 1- to 5-GHz cascode amplifier: (a) schematic; (b) gain; (c) noise figure.
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After optimization over 1 to 8 GHz, the performance improved to (Fig. 8.15)

Gain = 22.0+ 0.3 dB

NF = 2.0 dB maximum (2—-8 GHz)
|S11] = —4.0 dB typical
|S22] = —5.0 dB typical

The dc biasing circuit is given in Figure 8.16 for a supply voltage of Ve =5.0 V.
The transistors are biased as follows:

Q; (bottom) 0, (top)
VBE 0.853 V 0.853 V
Ve 1.63 V 1.89 V
I 89 WA 88 WA
Ic 14.0 mA 13.9 mA

Thus the current gain g is about 157 for these transistors. The base-current feed is
about 1 mA, or more than 10 times the base current.

The total Serenade-derived schematic and performance are given in Figure 8.17 for
the 1- to 8-GHz design. The values for three designs are given in Table 8.4, showing
the decrease of parameter values as frequency is increased.
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FIGURE 8.15 A 1- to 8-GHz cascode amplifier: (a) schematic; (b) gain; (c) noise figure.
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FIGURE 8.15 (continued)
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FIGURE 8.16 Bipolar cascode dc bias schematic.
25.00
2 — 225 opthhzfcuschE
dB(S21(ckt=opt8ghz_cascode
22.50 AN 0pl8ghz_caschE
I ' | 298 N \\ dB(S21(ckt=0pt8ghz_cascode
3 A\ ‘
NI . \ opt8ghz_casccY
= dB(S21(ckt=opt8ghz_cascode
e 20.00 ANIAN
2
i
z \
= 1750 iz —
%) e ™.
= 3 3
S N\
15.00 AN
12.50
0.00 2.00 4.00 6.00 8.00 10.00
Freq [GHz]
(@)

FIGURE 8.17 A 1- to 8-GHz cascode amplifier including temperature effects.

The noise figure of the third design is within 0.2 dB of Fy,;, at 8 GHz, but it rises
rapidly below 2 GHz, probably due to the input blocking capacitor (C;), which helps
to flatten the gain at low frequencies. All of the optimization was based upon gain
using the nonlinear model of this very advanced Si—-Ge HBT. The data sheet nonlinear
Gummel—Poon model for BFP 620 is given in Table 8.5.

After further optimization a nominal gain of 24 dB was achieved over 1 to 8 GHz.
This performance is given in Figure 8.17, which includes the temperature response of
this amplifier. Circuits for temperature compensating the gain are found in Refs. 8.20
and 8.21. Also, pnp active bias circuits may be used to perform this temperature
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FIGURE 8.17 (continued)

TABLE 8.4 Cascode Amplifier Circuit Parameters

Design Ci (pF) G (pF) Ly (H) G5 (pF) Ly (nH)  Cs (pF)  Ls (nH)
Unoptimized, 1-5 GHz 1000 3.4 1.0 1.0 40 0.03 0.12
Optimized, 1-5 GHz 1.97 1.58 1.14 — 330 — 0.09
Optimized, 1-8 GHz 1.04 0.4 0.64 — 200 — 0.05

TABLE 8.5 Gummel-Poon Model for Siemens BFP620: Transitor Chip Data

IS =0.22 fA BF = 425 NF = 1.025

VAF = 1000 V IKF=0.25 A ISE =21 fA
NE =2 BR =50 NR =1
VAR=2 V IKR = 10 mA ISC = 18 pA
NC =2 RB=3.129 Q IRB = 1.522 mA
RBM = 2.707 RE = 0.6 RC = 2.364 Q
CJE = 250.7 fF VIE=0.75 V MIJE =0.3

TF = 1.43 ps XTF = 10 VIF=15V
ITF=24 A PTF = 0° CIJC = 1249 fF
VIC=0.6 V MIJC = 0.5 XCIC =1

TR =0.2 ns CJS = 128.1 fF VIS=052V
MJS = 0.5 NK = —1.42 EG = 1.078 eV
XTI =3 FC =0.8 TNOM = 298 K
AF =2 KF = 17.291 x 10~

TITF1 —0.0065 TITF2 1.0 x 1073

Note: All parameters are ready to use; no scalling is necessary.



SINGLE-STAGE AMPLIFIER DESIGN 411

TABLE 8.6 Temperature Response of Cascode
Amplifier (1-8 GHz)

Temperature Ic Gain NF
(K) (mA) (dB) (dB)
225 184 252 1.5 (max)
298 15 24 1.55 (max)
375 12.7 23 1.6 (max)

compensation function [8.1] for both BJT and FET circuits, which was discussed in
the first part of this chapter.

The idea of active bias is to keep the collector/drain current constant over tempera-
ture. These circuits were given earlier in this chapter. Another common technique is to
build a pin diode attenuator which can give a gain—temperature characteristic opposite
to that of the amplifier gain versus temperature (see Table 8.6). Both circuits need to
have flat gain over the operating bandwidth.

‘We must also consider the junction temperature of the transistor by using the thermal
impedance:

Rn = th’JS + Rth,JA =300 + 100 = 400 K/W

where Ry s is the junction-to-substrate thermal impedance (taken from the data sheet)
and Ry ja is the additional thermal impedance to the ambient (which is estimated here
on the low side).

At 375 K ambient, Tj,x = Ry Pge =400 x (1.75 x 0.0127) = 8.89 K, so the junc-
tion temperature is 384 K, or 111°C, well below the maximum value of 150°C given
on the data sheet.

8.2.8 Multistage Amplifier

When more gain is needed, a multistage amplifier is required. The interstage design
may be realized with two lossless elements, or four lossless elements if the 50 Q2 ref-
erence impedance is in the middle of the network. Examples of the interstage network
are shown in Figure 8.18 for HGAs, LNAs, and HPAs. A recommended matching tech-
nique is to locate the larger |I'| (or its conjugate) and move it toward the smaller |I"|.

The stability of a multistage amplifier is more difficult to guarantee, since both
stages must be independently checked for stability at all frequencies. Therefore, four
Smith charts of stability must be examined for a two-stage amplifier.

Another problem with multistage amplifiers (or for all amplifiers) is the gain vari-
ation over temperature. This is usually accomplished by inserting a variable-gain pin
diode attenuator which has the opposite temperature behavior to that of the rest of
the amplifier.

There are at least three types of multistage amplifiers:

Cascaded stages where the gain multiplies (or adds, in decibels)
Distributed stages where the gain is additive
Matrix stages where the gain is both additive and multiplicative
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FIGURE 8.18 Interstage designs (assuming Sj» = 0): (a) high-gain interstage; (b) low-noise
interstage; (c) high-power interstage.

The formation of these three types of amplifiers is easily demonstrated and the last two
types are discussed in the next section, but usually we build cascaded stages which
could be balanced for ease in final assembly. Another type of multistage amplifier is
the Darlington MODAMP discussed in the feedback section of this chapter.

8.2.9 Distributed Amplifier and Matrix Amplifier

The idea for the distributed (or traveling-wave) amplifier was disclosed in 1937 [8.22].
It has been widely applied since 1948 [8.23] using vacuum tubes to build wide-band
amplifiers using lumped-element terminated transmission lines, where FETs or BJTs
can also be used to provide the capacitance of the line. Lumped inductors or at higher
frequencies transmission lines are being used to create an artificial transmission line
which neutralizes the band-limiting effects of the tube’s grid—cathode capacitance or
the transistor’s input gate—source capacitance. If the phase velocities on the input and
output transmission lines are equal, the gain is additive; as more stages are added to the
amplifier, the gain and output power increase, and the noise figure reduces. Elementary
distributed- or traveling-wave amplifiers are found everywhere in the literature [8.1].

The upper frequency may be predicted from the cutoff frequency of the transmis-
sion line:

fo=—/—= (8.34)
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and the gain is approximately
1

A, = En gmRL (8.35)
so higher frequencies may be achieved by simply reducing C,,. The voltage gain is
divided by 2 because 1/2 of the output wave travels to the drain terminating resistor
where it is absorbed. A Smith chart of the input impedance of a lumped-element
transmission line terminated in Z is given in Figure 8.19 versus frequencys; if the first
series element is an inductor, the impedance approaches infinity at high frequencies
above f,, the cutoff frequency of the line. On the other hand, if the first element is a
shunt capacitor, the input impedance approaches a short circuit at high frequencies.

Cascode FET devices are particularly well suited for this type of amplifier
[8.24-8.26]. Bipolars generally have high Cgg, which would limit the upper frequency,
but with HBT devices, this does not seem to be a problem.

Several additional forms of this amplifier have been disclosed. The distributed-
matrix amplifier (Fig 8.20) consists of several distributed amplifiers inductively coupled
in parallel, which gives very good noise figure, higher gain, and a very small circuit
size. The distributed-matrix amplifier is a component that combines the additive process
of the distributed and the multiplicative process of the cascaded multistage ampli-
fier. The schematics given in Figure 8.21 clarify these two types of amplification. In

L L L L
L1 L2 L3 L4
L=0.5 nH L=1 nH L=nH L=0.5 nH
O~V - O~V - O~ - O~V
+% Term t C t C t C R
Term1 Cl1 Cc2 C3 R1
Num=1 = C=0.17 pF = C=0.17 pF = C=0.17 pF R =80 Ohm
7=50 Ohm
L
- fo= —L  —244GH;
m107-0.17-10712
—9
Zy= |—197  _76840
0.17-10712
ml

freq=24.40 GHz
S(1,1)=0.924/152.382
impedance = Z0 * (0.042 + j0.245)

S(1,1)

freq (1.000GHz to 200.0GHz)

FIGURE 8.19 Smith chart impedance of lumped-element transmission lines versus frequency.
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FIGURE 8.20 Distributed matrix amplifiers. (Lc¢ is coupling inductance).

(b) Matrix

Figure 8.21a a three-stage cascaded amplifier is shown consisting of three transistors
separated by the interstage matching circuits M, and M3. The input matching circuit
M, precedes the first and the output matching M, follows the last transistor. The total
gain of the chain equals the product of the numerical gains of the individual stages,
a multiplicative result. Figure 8.21b is a schematic of a three-transistor distributed
amplifier. In this case the gain is based on the sum of the output powers of the three
transistors representing the additive amplification process. For the 2 x 3 matrix ampli-
fier whose schematic is shown in Figure 8.21¢ the above principles are combined in a
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FIGURE 8.21 Three types of three-stage amplifiers.

unique way forming a matrix-shaped network. The additive process proceeds in both
tiers from left to right in the horizontal direction and the multiplicative process from
the bottom to the top in the vertical direction. The matrix amplifier delivers higher
gain in addition to very good noise figures and a very small circuit size but uses six
transistors.
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The first monolithic version of a matrix amplifier with a gain of 15.5+ 0.9 dB
and a minimum P;dBc of 15.5 dBm covering the 2- to 18-GHz band was reported in
1989 [8.26]. In addition, very good bandwidth has been demonstrated in a distributed
amplifier by varying the characteristic impedance and line length of the transmission
lines; for example, 2 to 26.5 GHz has been obtained [8.27] using a declining drain
line length concept. Another variation on this concept is the cascode-delay-matched
distributed amplifier for efficient broadband power amplification, achieving 30% effi-
ciency over 1 to 4 GHz [8.28]. More recently, nonuniform stages of increasing device
size allow higher output powers over very wide bandwidths [8.29]. One-watt ampli-
fiers have been reported with 8 dB gain over 1 to 10 GHz. The highest frequency
distributed amplifier in 1990 came from Varian Associates [8.30], where a bandwidth
of 5 to 100 GHz was reported with InGaAs technology; the gain was 5 dB and the
noise figure was 5 dB at 100 GHz. This paper won the MTT Applications Award in
1990. Another paper on a 2 x 3 HEMT matrix distributed amplifier for 6 to 21 GHz
also won the MTT Applications Award in 1994 [8.31].

8.2.10 Millimeter-Wave Amplifiers

Monolithic millimeter-wave integrated circuits were first reported in 1968 by Texas
Instruments [8.32]. The first circuits were a balanced Schottky barrier mixer using a
branch line coupler with a Gunn diode local oscillator at 94 GHz with an IF of 2 GHz.
The principles of design are no different from the 1-GHz design. With the advent of
better transistors, amplifiers are now possible at frequencies greater than 100 GHz.

For example, Ref. 8.33 presents a three-stage InAlAs/InGaAs/InP PHEMT amplifier
at 153 to 156 GHz with 10 to 12 dB gain using 0.1-pm gate technology, which was the
highest gain achieved from three-terminal devices at this frequency in 1997. Another
result from this period [8.34] is a 90- to 140-GHz six-stage amplifier using similar
transistors which achieved 15 =3 dB gain over the full waveguide band. The noise
figure was 7 dB at 110 GHz.

From a transistor point of view, these amplifiers require the highest possible f;
and fi.x. Fujitsu has reported the highest f; (at the time of writing) of 400 GHz and
Sfmax of 469 GHz using InGaAs/InAlAs PHEMT technology from a transistor biased at
Vias = 1.0 V and Vg, = 0.15 V [8.35]. This was an enhancement-mode device, where
the effective gate length is even smaller than 0.045 pm.

An interesting historical note is the progress which has been made since 1966 [8.5],
when an fi.x of 10 GHz was obtained from state-of-the-art Si BJTs. An improvement
of 46.9 over 35 years has been achieved, something akin to Moore’s law for ICs, but
not nearly so dramatic.

8.3 FREQUENCY MULTIPLIERS

8.3.1 Introduction

Higher frequency electronic power sources are required in various modern communi-
cations, radar, and computer-based systems.

Traditionally, techniques for creating high-frequency oscillation can become expen-
sive when required a number of times in a system. An alternative method, when
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FIGURE 8.22 Frequency multiplier.

frequency planning permits, is to employ the technique of harmonic frequency mul-
tiplication. A basic approach to this procedure is illustrated in Figure 8.22. Here, the
basic signal from a fundamental source is passed through a component known as a
frequency multiplier, which is capable of creating output power at frequencies which
are multiples of the input frequency.

When necessary, the power emerging from such frequency multiplier circuits may be
significantly increased by employing stages of “relatively” inexpensive power ampli-
fication following the harmonic frequency multiplication stage.

The harmonic frequency multiplication system circuitry can be realized by funda-
mentally entirely passive components or by employing active elements such as bipolar,
MESFET/HEMT, or HBT transistors.

8.3.2 Passive Frequency Multiplication

The principal mechanism involved with harmonic frequency generation utilizing pas-
sive elements requires that the passive component possess a fundamental nonlinearity.
Such components can typically be nonlinear resistors, inductors, or capacitors [8.36,
8.37]. Utilizing any of these, harmonic frequencies are created whenever a sinu-
soidal signal is applied. Although numerous nonlinear element realizations have been
employed, semiconductor diodes have been demonstrated to provide an efficient means
of providing the nonlinear characteristics. Of these, varactor diodes have been most
frequently employed.

Typical circuit realizations of passive multiplier circuits utilizing such diodes are
illustrated in Figures 8.23 and 8.24 [8.38, 8.39]. In these figures, the diode (typically
varactor) provides the circuit realization of a nonlinear capacitor.

In the circuit of Figure 8.23, the networks N; and Ny are realized such that they
allow voltages to exist only at the fundamental frequency and the Rth harmonic,
respectively, and voltages are short circuited at all other frequencies. In Figure 8.24,
Ny and Ny are filters which are realized such that they are essentially short circuited
at the fundamental and Rth harmonic and open circuited at all other frequencies.

Based on physical considerations, it should be obvious that the output signal power
at the Rth harmonic frequency cannot exceed that of the input.

2, [P 2

FIGURE 8.23 Series diode: classical passive multiplier realizations.
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FIGURE 8.24 Shunt diode: classical passive multiplier realizations.

8.3.3 Active Frequency Multiplication

Harmonic frequency generation may also be achieved by employing active devices
such as bipolar, MESFET, and HEMT transistors in a system such as that depicted
in Figure 8.25 [8.40-8.42]. Figure 8.25 is a large-signal circuit model utilized for
MESFET- and HEMT-type transistors in this connection. A perusal of this model
admits the potential of employing numerous mechanisms for providing harmonic gen-
eration. A primary mechanism in this regard is resident in the output current source
145(Vgs, Vys) and its derivatives, which are potentially nonlinear functions of both Vi
and V5. Among other elements which can provide contributions to harmonic generation
are Cyy and Cyy.

A common circuit realization for frequency multiplication utilizing such active
devices is shown in Figure 8.26. In this circuit, fundamental signal power is intro-
duced through passive network N; and harmonic power is extracted through passive
network N, at ry.

The design of an efficient active frequency multiplier relies on selection and accurate
modeling of the transistor, proper transistor bias for the specific harmonic required,
input fundamental frequency power level, and proper synthesis of Ny and N, subject
to stability considerations. Currently, accurate design of practical frequency multiplier
circuits also realizes application of nonlinear circuit analysis programs such as the
Agilent ADS.

Cag
Lg Rg 1 Ly R,
M >~ W
Gate I/Ddg Drain

Dgs Ids p— Cds
R;

lds (Vgs’ Vds)

Source

FIGURE 8.25 Active device model.
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FIGURE 8.26 Active multiplier realization.
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FIGURE 8.28 Doubler-conversion gain (P, = 0 dBm, V,, = —0.7 V, and V4 =3 V).

An example of the application of this approach is shown in Figure 8.27. This figure
illustrates an example of a 3- to 6-GHz frequency doubler which was designed using
an HP/Agilent 36163 PHEMT on 20-mil Duroid substrate. The gate of the HP/Agilent
PHEMT was biased at pinchoff, while the drain had a Vpp of 3 V. The figure shows N;
and N, realized with sections of transmission line and open-circuited stubs. Figure 8.28
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shows the frequency response of the multiplier which is seen to have a conversion gain
(Poy at 2fy/ Py at fy) of 12.5 dB at 6 GHz output frequency and suppression of
fundamental and third harmonics of greater than —30 dB.

Another PHEMT tripler 2 to 6 GHz was recently reported to have 0 dB conversion
gain at 0 dBm input power using similar design techniques [8.43].

8.4 DESIGN EXAMPLE OF 1.9-GHz PCS AND 2.1-GHz W-CDMA
AMPLIFIERS

Agilent has found that enhancement-mode PHEMTs give outstanding performance in
both 1.9-GHz PCS and 2.1-GHz W-CDMA applications for a relatively low cost [8.44,
8.45]. Other modeling papers are available describing the performance of these tran-
sistors [8.46]. The transistor used in these amplifiers is the 400-pwm ATF-55143. These
amplifiers operate with a 3-V supply and require about 0.45 V positive on the gate-to-
source junction, similar to a Si BJT, which requires about 0.7 V for proper operation.
The dc bias point is Vpg = 2.7 V and Ipg = 10 mA. Following the three steps outlined
in the introduction of this chapter, the dc bias schematic, the RF matching circuits, and
the total schematic are given in Figure 8.29. Even though k < 1 for this transistor, the
LNA design is guaranteed to be stable. The source inductance is often used to bring
the input noise match closer to achieve S;; amp = 0; in this design it is used to lower
the higher frequency out-of-band gain. The noise match is a high-pass structure, which
helps to lower the gain below the band. The output match is a low-pass structure, so
the gain above the band must be carefully controlled.

At PydBc the I, increases to 14.95 mA, dropping V,, to 2.5 V. Therefore the dc
power input is 36.54 mW. The P;dBc is 11.5 dBm or 14.1 mW, giving an efficiency
of 0.0141/0.03654 = 38.6%. In the schematic diagram, there are two values of output
blocking capacitance: 2.2 pF is optimum for best Sy, and 5.6 pF is best for output TOL.

The S parameters (with no source inductance) and noise parameters are given in
Table 8.7. The Smith chart design of this amplifier is left as an exercise for the student.
The component parts list for the total amplifier is given in Table 8.8. The resulting

INPUT c1 RS L5 c4 ouTPUT
Q1
C {
i L4 J2
L1
L2 L3
e c2 L = c5 -
Ré S S
< :>R3
| i
R6 B = 6 =
I | R2 o
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FIGURE 8.29 A 1.9-GHz PCS amplifier.
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TABLE 8.7 ATF-55143 Typical Parameters at Vpg = 2.7 V, Ipg = 10 mA

S Parameters

N S21 Si2 S»

MSG/

Frequency Angle Angle Angle Angle Magnitude
(GHz) Magnitude (deg) dB Magnitude (deg) Magnitude (deg) Magnitude (deg) (dB)
0.1 0.998 —6.4 20.86 11.044 1749  0.006 86.2 0.819 -39 32,65
0.5 0.963 —31.2 2046 10.549 155 0.026 704  0.786 —19.1  26.08
0.9 0.896 —53.8 19.68 9.641 137.5 0.043 573  0.737 -32 23.51
1.0 0.881 —59.2 19.44 9.376 133.4  0.047 544  0.72 —-34.7 23.00
1.5 0.794 —83 18.21 8.133 115.6  0.06 422  0.651 —46 21.32
1.9 0.732 —-99.5 17.25 7.284 103.3  0.068 344 0.602 —-529 20.30
2.0 0.718 —103.4 17.01 7.087 100.6  0.07 326 0.592 —54.5  20.05

2.5 0.655 —1223 1594  6.267 87.1  0.076 24.8 0.538 —61.3 19.16
3.0 0.608 —140.2 1496  5.599 74.8  0.082 17.9 0485 —673 1834

4.0 0.553 —1759 13.28  4.615 51.7  0.089 56 039 -80.1 17.15
5.0 0.548 1509 11.74  3.862 30.2  0.092 54 0.321] 947 16.23
6.0 0.556 1239 1030  3.272 103 0.094 —146 0280 —109 14.17
7.0 0.573 1009 9.04  2.83 —83 0.09 =239 0247 -—-1241 12.29

8.0 0.590 786 789 2481 265 0.096 —32.8 0.204 —1343 10.78
9.0 0.625 584 694 2224 —443 0.102 38 0.152 —146.7 9.94
10.0 0.699 392 603 2002 —63.6 0.112 —49.7 0.098 166.8 9.89
11.0 0.752 227 4.89 1.755 =823 0.115 —61.1 0.112 100 9.34

12.0 0.789 8.4 3.78 1.546 —99.8 0.12 —-724 0.167 62.3 8.81
13.0 0.815 =7 278 1.378 —117.8 0.122  —84.7 0.211 37 8.23
14.0 0.838 —22.8 1.81 1.231 —137 0.124  —98.3 0.274 12.6 7.69
15.0 0.862 =372 0.37 1.044 —1559 0.119 —111.8 0.387 —7.6 6.82
16.0 0.856 —50.5-127 0864 —-1733 0.113 —1244 0491 -21.5 5.15
17.0 0.872  —=59.7-2.73  0.730 1719 0.111 —1356 0.568 -35.9 5.54

18.0 0.915 —-70 =396  0.634 156 0.107 —1494 0.628 —51.2 5.68

Noise Parameters

Fopt

Frequency Fin Angle

(GHz) (dB) Magnitude (deg) R,/50 G, (dB)
0.5 0.2 0.64 19 0.12 25.29
0.9 0.26 0.59 22.7 0.12 23.24
1.0 0.27 0.54 26 0.12 22.76
1.9 0.39 0.54 48.3 0.11 19.01
2.0 0.4 0.54 49.9 0.11 18.66
2.4 0.48 0.45 59.8 0.1 17.35
3.0 0.57 0.39 75.6 0.09 15.69
3.9 0.72 0.26 108.7 0.07 13.79
5.0 0.88 0.2 167.5 0.06 12.26
5.8 1.02 0.22 —154.8 0.07 11.52
6.0 1.04 0.21 —147.8 0.08 11.37
7.0 1.19 0.26 -107.9 0.13 10.76
8.0 1.39 0.32 =75 0.23 10.2
9.0 1.54 0.41 —51.6 0.36 9.48

10.0 1.65 0.53 —33.6 0.54 8.38
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TABLE 8.8 Amplifier Parts List

Cl 5.6-pF chip capacitor

C2,C5 8.2-pF chip capacitor

C4 2.2-pF chip capacitor for best S, and 5.6 pF for best OIP3 (see text)
C3, C6 10000-pF chip capacitor

J1, 12 SMA Connector, EFJohnson 142-0701-881

L1 2.7-nH inductor (Toko LL1608-FH2N7S)

L2, L3 Strap each source pad to the ground pad with 0.020-in. wide etch. The

jumpered etch is placed a distance of 0.040 in. away from the point where
each source lead contacts the source pad. Cut off unused source pad. See text

L4 10-nH inductor (Toko LL1608-FH10NK)

L5 5.6-nH inductor (Toko LL1608-FH5N6K)
Q1 Agilent Technologies ATF-55143 PHEMT
R1 910-2 chip resistor

R2 5100-€2 chip resistor

R3 18-K2 chip resistor

R4 50-£2 chip resistor

RS 15-Q chip resistor

R6 10-Q2 chip resistor

Z0 50-Q2 microstripline

gain and noise performance are in Figure 8.30, and other performance parameters are
listed in Table 8.9. If higher gain is needed, one might consider a second stage using
the 800-pwm ATF-54143 discussed earlier in Chapter 4.

This example has demonstrated the design of a LNA using source inductance
feedback and a two-element high-pass noise matching circuit while simultaneously
achieving excellent TOI, gain, and efficiency with a low-pass two-element output
matching circuit. In addition, the out-of-band performance was controlled for stability
and lower gain. If Si BJTs had been used for this application, the noise figure would
be higher (1.2 dB), the gain lower, and the cost lower by about one-fourth in high
quantities. Another choice might be HBTs; at the time of this writing the market is
still (and always will be) looking for the optimum lowest cost solution.

Another Agilent Application Note worth mentioning is Application Note 1076, using
the ATF-10236 in LNA applications in UHF through 1.7 GHz frequency range. This
uses a GaAs MESFET for the 800- to 900-MHz range for cellular and pager applica-
tions, the 1228- and 1575-MHz frequencies for global positioning systems, and many
other applications. This also uses a 500-wm MESFET for low-noise applications, the
ATF-10236. Noise figures of about 0.6 dB with a gain of 18 dB have been achieved
at 1 GHz. Unfortunately, Agilent is planning to discontinue this line of MESFETs in
favor of PHEMTs, despite the fact that MESFETs have the highest values of TOL

8.5 STABILITY ANALYSIS AND LIMITATIONS
From a two-port viewpoint, unconditional stability is guaranteed if [8.1]

= 1+ D — [Sil? — |Sn)?
2|812][821]

> 1 (8.36)
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FIGURE 8.30 Performance of 1.9-GHz amplifier.

TABLE 8.9 Performance of 1.9-GHz Amplifier

Gain 17 dB
NF 0.6 dB
Input R, —15 dB
Output R}, —10 dB
TOI 23.8 dBm
n (efficiency) 38.6%

PidBc 11.5 dBm (Coy = 2.2 pF)
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and
ID| = |S11822 — S21812] < 1 (8.37)

The generator stability circles are given by [8.6] the center and radius:

(S22 —DST)*
Co=——-—"— 8.38
¢ sl — D) (5:35)
[S12821]
Rog=———7—"—""—"—— 8.39
¢ ISul> = [DP (839

where there is also a similar equation set for load stability. The inside of this circle is
the unstable region if the 50-€2 point gives stability, that is, if |S],] < 1.

There are many ways of viewing the problem of stability, from both an amplifier and
an oscillator perspective. Consider the negative-feedback system shown in Figure 8.31,
which is a negative-feedback amplifier block diagram. Negative feedback reduces the
system gain, but it also improves the stability by making the two-port more stable.
We may define potential instability by the small-signal k factor defined previously in
Chapter 4 (Eq. 4.7) which must be greater than unity for simultaneous match at both
ports with a positive real part of the generator and load terminations. This simultaneous
match at both ports is only possible at a single frequency.

Another more general definition [8.47] is BIBO (bounded input—bounded output),
which states that a system is stable if every bounded input produces a bounded output.
It may be shown that such a system H(s) has all of its poles in the left-half plane.
To investigate this, we need to find the roots of P(s) = 1+ a(s) f(s), which is not an
easy task. An alternative method is to focus on the behavior of the loop transmission
a(s) f (s), which vastly simplifies the problem.

While Eqgs. (4.7) and (4.8) determine the stability for steady-state linear networks,
a rigorous stability analysis of the characteristic system equation is required to detect
natural frequencies or the lack thereof when nonlinear or non-steady-state behavior is
present. This may be done with the Nyquist analysis [8.48].

An extended view of stability is to consider the gain and phase margin (which may
be considered a subset of the Nyquist test), which is a good indication of how close
you are to the Barkhausen oscillation condition, a(s) f (s) = 1. This requires a Bode
plot of a(jw) f (jw) versus w, as shown in Figure 8.32:

FIGURE 8.31 Negative-feedback amplifier.
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logla(jeo)f(je1

crossover frequency (w,)
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FIGURE 8.32 Gain and phase margins from Bode plot.

1. Gain Margin Find the frequency at which the phase shift of a(jw)f(jw) is
—180°. Call this frequency w,. Then

1

Gain margin= ———
la(jwz) f(jwz)

2. Phase Margin Find the frequency at which the magnitude of a(jw) f(jw) = 1.
Call this frequency w,, the crossover frequency. Then

Phase margin = 180° + /a(jw,) f (jw.)

As we see from these definitions, gain and phase margins are measures of how closely
a(jw) f (jw) approaches a magnitude of unity and a phase shift of 180°, the condition
that could allow a persistent oscillation. The circuit must have the proper impedances
to support this oscillation. The larger the gain margin and the phase margin can be,
the greater the stability of the system will become.

Many amplifiers designed for & > 1 have oscillated. The reasons for this perfor-
mance are unknown, possibly bad engineering, poor models, or other unexpected
phenomena. Understanding the design of a multistage amplifier where k < 1 at low fre-
quencies is a continual challenge. This was particularly true for the 1987 to 1992 MMIC
program with monolithic multistage amplifiers [8.49]. Many papers have appeared to
explain this disturbing result, but much controversy remains. An example is Ref. 8.50,
which gives a novel method for finding RHP poles by calculating the normalized

determinant function: A

A01’1

NDF = (8.40)

where A is the full network determinant, including all port terminations, and A, is
the resulting passive network determinant when all N dependent sources (i.e., voltage-
controlled or current-controlled sources) are set to zero. This is similar to Bode’s
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FIGURE 8.33 Nyquist plot.

[8.51] definition of the return difference A /A for a single dependent source, where
Ay represents the network determinant when the dependent source is set to zero.

Computer programs will investigate the Nyquist plots for instability by finding
if there are any RHP poles in the system (e.g., Serenade) [8.52]. Formal Nyquist
analysis performs an integration of the characteristic system equation in the complex
frequency plane. The path of integration begins at zero, proceeds to + j infinity, follows
a semicircle of infinite radius to —j infinity, and continues along the imaginary axis to
zero (see Fig. 8.33). Any natural frequencies in the RHP will be enclosed by the path
of integration while those in the LHP will not. Rather than performing the integration
explicitly, Serenade implements the Nyquist analysis by computing the determinant
of the closed-loop system from dc to a high frequency and plotting the result in the
complex plane. If the path crosses the negative real axis and encircles the origin, then
a natural frequency exists in the RHP and the system is asynchronously unstable. The
analysis is beneficial in examining broadband stability of the RF circuit, including the
effects of the bias networks.

REFERENCES

8.1 G. D. Vendelin, A. M Pavio, and U. L. Rohde, Microwave Circuit Design Using Linear
and Nonlinear Techniques, Wiley, New York, 1990.

8.2 Y. H. Huang, C. C. Chien, and G. D. Vendelin, “Exact Analysis of Maximum Available
Gain and Unilateral Gain Including Phase Angle of S21,” IEEE Microwave Wireless
Components Letters, March 2003, pp. 105-107.

8.3 S. J. Mason, “Power Gain in Feedback Amplifiers,” Transactions of the IRE Professional
Group on Circuit Theory, Vol. CT-1, No. 2, June 1954, pp. 20-25.

8.4 C. C. Cheng, “Neutralization and Unilateralization,” IRE Transactions on Circuit Theory,
Vol. CT-2, No. 2, June 1955, pp. 138—145.

8.5 J. Lange, “A Much Improved Apparatus for Measuring the Unilateral Gain of Tran-

sistors at GHz Frequencies,” IEEE Transactions on Circuit Theory, Vol. CT-13, No. 4,
December 1966, pp. 461-463.



8.6

8.7

8.8

8.9

8.10

8.11

8.12

8.12a

8.13

8.14

8.15

8.16

8.17

8.18

8.19

8.20

8.21

8.22

8.23

8.24

8.25

REFERENCES 427

M. S. Gupta, “Power Gain in Feedback Amplifiers, a Classic Revisited,” IEEE Trans-
actions on Microwave Theory and Techniques, Vol. 40, No. 5, May 1992, pp. 864—-879.
M. B. Steer and R. J. Trew, “Comparison of the Gain and Frequency Performance of
State-of-the-Art MESFET, MODFET and PBT Millimeter-Wave Transistors,” IEEE
Electron Device Letters, Vol. EDL-7, November 1986, pp. 640—642.

H. Fukui, “Available Power Gain, Noise Figure, and Noise Measure of Two-Ports and
Their Graphical Representation,” IEEE Transactions Circuits and Systems, Vol. 13, June
1966, pp. 137-142.

K. M. Eisele, R. S. Engelbrecht, and K. Kurokawa, ‘“Balanced Transistor Amplifiers for
Precise Wideband Microwave Applications,” Digest of Technical Papers IEEE ISSCC,
1965, pp. 18—19.

R. Engelbrecht and K. Kurokawa, “A Wide-Band Low-Noise L-Band Balanced Tran-
sistor Amplifier,” Proceedings of the IEEE, Vol. 53, March 1965, pp. 237-247.

J. Lange, “Interdigitated Stripline Quadrature Hybrid,” IEEE Transactions on Microwave
Theory and Techniques, Vol. MTT-17, December 1969, pp. 1150—1151.

G. D. Vendelin, “Feedback Effects on the Noise Performance of GaAs MESFETSs,” IMS
Digest of Technical Papers, 1975, pp. 324-326.

G. D. Vendelin, “Feedback Effects on the GaAs MESFET Model,” IEEE Trans. MTT,
Vol. 24, June 1976, pp. 383-385.

L. Besser, “Stability Considerations of Low-Noise Transistor Amplifiers with Simulta-
neous Noise and Power Match,” IMS Digest of Technical Papers, 1975, pp. 327-329.
S. Cripps, RF Power Amplifiers for Wireless Communications, Artech House, Norwood,
Mass. 2000.

J. Schumaker, R. Basset, and A. Skuratov, “High Power GaAs FET Amplifiers: Push-
Pull versus Balanced Configurations; Example: WCDMA (2.11-2.17 GHz), 150 W
Amplifiers,” paper presented at RF Wireless Expo, San Jose, Calif., February 2002.

C. C. Chien, G. D. Vendelin, and K. A. Kawakami, “Causes of AM/AM and AM/FM
Distortion in MESFET/PHEMT Models,” IMS, 2004, submitted for publication.

E. Ulrich, “Use of Negative Feedback to Slash Wideband VSWR,” Microwaves, October
1978, pp. 66-70.

J. F. Kukielka and C. P. Snapp, “Wideband Monolithic Cascadeable Feedback Ampli-
fiers Using Silicon Bipolar Technology,” IEEE Microwave and Millimeter-Wave Mono-
lithic Circuits Symposium Digest, June 1982.

H. Wallman, A. B. Macnee, and C. P. Gadsden, “A Low-Noise Amplifier,” Proceedings
of the IRE, Vol. 36, 1948, pp. 700-708.

L. Raffaelli and R. Goldwasser, “Temperature Compensation for Microwave GaAs FET
Amplifiers,” Microwave Journal, Vol. 29, May 1986, pp. 315-321.

K. Yamauchi, Y. Iyama, M. Yamaguchi, Y. Ikeda, S. Urasaki, and T. Takagi, “X-Band
MMIC Power Amplifier with On-Chip Temperature-Compensation Circuit,” IEEE Trans-
actions on Microwave Theory and Techniques, December 2000, pp. 2501-2506.

W. S. Percival, “Thermionic Valve Circuits,” British Patent 460, 562, January 25, 1937.
E. L. Ginzton, W. R. Hewlett, J. H. Jasberg, and J. D. Noe, “Distributed Amplifica-
tions,” Proceedings of the IRE, August 1948, pp. 956—969.

W. Kennan, T. Andrade, and C. Huang, “A Miniature 2—18 GHz Monolithic GaAs Dis-
tributed Amplifier,” IEEE Monolithic Circuits Symposium, May 1984, pp. 41-44.

K. B. Niclas and R. R. Pereira, “The Matrix Amplifier: A High-Gain Module for Multi-

Octave Frequency Bands,” IEEE Transactions on Microwave Theory and Techniques,
Vol. 35, March 1987 pp. 296-306.



428

8.26

8.27

8.28

8.29

8.30

8.31

8.32

8.33

8.34

8.35

8.36

8.37

8.38

8.39

8.40

8.41

8.42

8.43

8.44

SMALL- AND LARGE-SIGNAL AMPLIFIER DESIGN

A. C. Chang, K. B. Niclas, B. D. Cantos, and W. A. Strifler, “Monolithic 2—18 GHz
Matrix Amplifier,” IEEE Transactions on Microwave Theory and Techniques, Vol. 37,
December 1989, pp. 2159-2162.

K. B. Niclas, R. D. Remba, R. R. Pereira, and B. D. Cantos, “The Declining Drain
Lengths Circuit—A Computer Derived Design Concept Applied to a 2-26.5 GHz
Distributed Amplifier,” IEEE Transactions on Microwave Theory and Techniques,
Vol. 34, April 1986, pp. 427-435.

K. Krishnamurthy, S. I. Long, and M. J. W. Rodwell, “Cascode-Delay-Matched Dis-
tributed Amplifiers for Efficient Broadband Microwave Power Amplification,” IMS,
1999, pp. 819-822.

C. Duperrier, M. Campovecchio, L. Roussel, M. Lajugie, and R. Quere, “New Design
Method of Uniform and Nonuniform Distributed Power Amplifiers,” IEEE Transactions
on Microwave Theory and Techniques, December 2001, pp. 2494-2500.

R. Majidi-Ahy, M. Riaziat, C. Nishimoto, M. Glenn, S. Silverman, S. Wong, Y. C. Pao,
G. Zdasiuk, S. Bandy, and Z. Tan, “5-100 GHz InP CPW MMIC 7-Section Amplifier,”
IEEE Microwave and Millimeter Wave Circuits Symposium Digest, 1990, pp. 31-34.
K. W. Kobayashi, R. Esfandiari, W. L. Jones, K. Minot, B. R. Allen, A. Freudenthal,
and D. C. Streit, “A 6—21 GHz Monolithic HEMT 2x3 Matrix Distributed Amplifier,”
Microwave and Guided Wave Letters, January 1993, pp. 11-13.

S. Mao, S. Smith, and G. D. Vendelin, “Millimeter-Wave Integrated Circuits,” IEEE
Transactions on Electron Devices,” Vol. ED-15, July 1968, pp. 517-523.

H. Wang, R. Lai, Y. C. Chen, Y. L. Kok, T. W. Huang, T. Block, D. Streit, P. U. Liu,
P. Siegel, and B. Allen, “A 155 GHz Monolithic InP-Based HEMT Amplifier,” /IEEE
MTT-S Symposium Digest, 1997, pp. 1275-1278.

S. Weinreb, P. C. Chao, and W. Copp, “Full-Waveguide Band, 90 to 140 GHz, MMIC
Amplifier Module,” IEEE MTT-S Symposium Digest, 1997, pp. 1279-1280.

K. Shinohara, Y. Yamashita, A. Endoh, K. Hikosaka, T. Matsui, T. Mimura, and
S. Hiyamizu, “Ultrahigh-Speed Pseudomorphic InGaAs/InAlAs HEMTs with 400-GHz
Cutoff Frequency,” IEEE Electron Device Letters, November 2001, pp. 507-509.

P. Penfield, Jr., and R. P. Rafuse, Varactor Applications, MIT Press, Cambridge, Mass.,
1962.

M. T. Faber, J. Chramiec, and M. E. Adamski, Microwave and Millimeter-Wave Diode
Frequency Multipliers, Artech House, Norwood, Mass., 1995.

D. Leeson and S. Weinreb, “Frequency Multiplication with Nonlinear Capacitors—A
Circuit Analysis,” Proceedings of the IRE, December 1959, pp. 2076-2084.

L. Young, “Analysis of Varactor Harmonic Generators,” in L. Young, Ed., Advances in
Microwaves, Vol. 2, Academic, New York, 1967, pp. 165-236.

J. Pan, “Wideband MESFET Microwave Frequency Multiplier,” IEEE MTT-S Interna-
tional Symposium Digest, 1978, pp. 306—308.

E. Camargo, Design of FET Frequency Multipliers and Harmonic Oscillators, Artech
House, Cambridge, Mass., 1998.

D. Thomas, G. R. Branner, and B. P. Kumar, “Radio Frequency Multipliers,” in Wiley
Encyclopedia of Electrical and Electronics Engineering, Vol. 18, Wiley, New York, 1999,
pp- 78-114.

F. Madriz, G. D. Vendelin, M. Mostafavi, and D. Chipman, “Frequency Tripler for 2 to
6 GHz Using PHEMT,” Applied Microwaves, April, 2000.

A. Ward, “High Intercept Low Noise Amplifier for 1.9 GHz PCS and 2.1 GHz W-
CDMA Applications Using the ATF-55143 Enhancement Mode PHEMT,” Agilent Appli-
cation Note 1241, June 2001.



BIBLIOGRAPHY 429

8.45 1. Piper, “Balanced LNA Suits Cellular Base Stations,” Microwaves and RF, April 2002,
pp- 70-80.

8.46 C.J. Wei, Y. A. Tkachenko, and D. Bartle, “A New Model for Enhancement-Mode
Power pHEMT, IEEE Transactions on Microwave Theory and Techniques, January 2002,
pp. 57-61.

8.47 T. Lee, The Design of CMOS Radio-Frequency Integrated Circuits, Cambridge Univer-
sity Press, 1998, Chapter 14.

8.48 Nyquist, “Regeneration Theory,” Bell System Technical Journal, Vol. 11, January 1932,
pp- 126-147.

8.49 A. M. Pavio, Phoenix Design Center for Rockwell Collin, 1998. personal communica-
tion.

8.50 W. Struble and A. Platzker, “A Rigorous Yet Simple Method for Determining Stability
of Linear N-Port Networks,” 1993 GaAs IC Symposium, pp. 251-254.

8.51 H. W. Bode, Network Analysis and Feedback Amplifier Design, Van Nostrand, 1945.

8.52 Ansoft, “Beyond k-Factor: Nyquist Stability Analysis in Serenade,” Application Note,
1999.

BIBLIOGRAPHY

Ali, F., Moazzam, M. R., and Aitchison, C., “IMD Elimination and ACPR Improvement for an
800 MHz HBT MMIC Power Amplifier,” IEEE RFIC Symposium, 1998, pp. 69-71.

Basawapatna, G. R., “Design and Performance of a 2 to 18 GHz Medium Power GaAs FET
Amplifier,” European Microwave Conference, 1978, pp. 458—-462.

Bingham, S. D., S. D. McCarter, and A. M. Pavio, “A 6.5 to 16 GHz Monolithic Power
Amplifier Module,” IEEE Microwave and Millimeter-Wave Monolithic Circuits Symposium
Digest, June 1985, pp. 38—41; also IEEE Transactions on Microwave Theory and Techniques,
Vol. 33, December 1985, pp. 1555-1559.

Carson, R. S., High Frequency Amplifiers, Wiley, New York, 1975.

Cripps, S., RF Power Amplifiers for Wireless Communications, Artech House, Norwood, Mass.,
1999.

Fujihara, A., “High Performance 60—GHz Coplanar MMIC LNA using InP Heterojunction
FETs with AlAs/InAs Superlattice Layer,” IMS Digest, 2000, pp. 21-24.

Gilmore, R. J., “Octave Bandwidth Microwave FET Doubler,” Electronic Letters, Vol. 21, June
6,1985, pp. 532-533.

Gonzales, G., Microwave Transistor Amplifier Analysis and Design, Prentice-Hall, Englewood
Cliffs, N.J., 1984.

Green, B. M., S. Lee, K. Chu, K. J. Webb, and L. F. Eastman, “High Efficiency Monolithic Gal-
lium Nitride Distributed Amplifier,” IEEE Microwave Guided Wave Letters, Vol. 10, No. 7,
July 2000, pp. 270-272.

Green, B. M., V. Tilak, H. Lim, J. A. Smart, K. J. Webb, J. R. Shealy, and L. F. Eastman,
“High-Power Broadband AlGaN MMIC’s on SiC Substrates,” IEEE Transactions on
Microwave Theory and Techniques, Vol. 49, No. 12, December 2001, pp. 2486—2493.

Greenberg, D. R., Ahlgren, D., Freeman, G., Subbanna, S., Radisic, V., Harvey, D. S., Web-
ster, C., and Larson, L., “HBT Low-Noise Performance in a 0.18 pm SiGe BICMOS Tech-
nology,” IMS Digest, 2000, pp. 9-12.

Kriz, J. J., and A. M. Pavio, “A Monolithic Limiting Amplifier for Microwave FM Receiver
Systems,” IEEE Gallium Arsenide Integrated Circuits Symposium, October 1984, pp. 89-91.

Kurokawa, K., “Design Theory of Balanced Amplifiers,” BSTJ, Vol. 44, October 1965.



430 SMALL- AND LARGE-SIGNAL AMPLIFIER DESIGN

Lee, J., L. F. Eastman, and K. J. Webb, “Gallium Nitride Push-Pull Microwave Power Ampli-
fiers,” IEEE Transactions on Microwave Theory and Techniques, Vol. 51, No. 11, 2003,
pp- 2243-2249.

Lee, J., and K. J. Webb, “Broadband GaN HEMT Push-Pull Microwave Power Amplifier,” IEEE
Microwave Wireless Components Letters, Vol. 11, No. 9, September 2001, pp. 367—-369.
Lee, J., and K. J. Webb, “A Temperature-Dependent Nonlinear Analytic Model for {AlGaN-
GaN HEMTs} on {SiC},” Transactions on Microwave Theory and Techniques, Vol. 52, No. 1,

January 2004, pp. 2-9.

Lee, S., and K. J. Webb, “The Influence of Transistor Nonlinearities on Noise Properties,” Trans-
actions on MTT, April 2005.

Lee, S., and K. J. Webb, “Numerical Noise Model of the AlIGaN/GaN HEMT,” IMS, 2004,
pp. 1055-1058.

Mimino, Y., Hirata, M., Nakamura, K., Sakamoto, K., Aoki, Y., and Kuroda, S., “High Gain
Density K-Band P-HEMT LNA MMIC for LMDS and Satellite Communication,” IMS Digest,
2000, pp. 17-20.

Niclas, K. B., ”"The Exact Noise Figure of Amplifiers with Parallel Feedback and Lossy
Matching Circuits,” IEEE Transactions on Microwave Theory and Techniques, Vol. 30, 1982,
pp- 832-835.

Niclas, K. B., “Multi-Octave Performance of Single-Ended Microwave Solid State Amplifiers,”
IEEE Transactions on Microwave Theory and Techniques, Vol. 32, August 1984a,
pp- 896-908.

Niclas, K. B., “Reflective Match, Lossy Match, Feedback and Distributed Amplifiers: A Com-
parison of Multi-Octave Performance Characteristics,” IMS, 1984, pp. 215-217.

Niclas, K. B., “Active Matching with Common-Gate MESFETs,” IEEE Transactions on
Microwave Theory and Techniques, Vol. 33, June 1985, pp. 492-499.

Niehenke, E. C., R. A. Pucel, and I. J. Bahl, “Microwave and Millimeter-Wave Integrated Cir-
cuits,” IEEE Transactions on Microwave Theory and Techniques, March 2002, pp. 846—857.

Nosal, Z., “Design of GaAs MMIC Transistors for the Low-Power Low Noise Applications,”
IMS Digest, 2000, pp. 13—16.

Pavio, A. M., “A Network Modeling and Design Method for a 2—18 GHz Feedback Amplifier,”
IMS, June 1982, pp. 162—165.

Pavio, A. M., and S. D. McCarter, “The Design of a Medium Power 6—12 GHz GaAs FET
Amplifier Using High Dielectric Substrates,” IMS, June 1982, pp. 158—161.

Pavio, A. M., Allen, D. L., Thompson, S. D., and Goldman, S. J., “A Solid State 2—10 GHz 1
Watt TWT Replacement Amplifier,” IMS, June 1984, pp. 221-223.

Pavio, A. M., McCarter, S. D., and Saunier, P., “A Monolithic Multi-Stage 6—18 GHz Feedback
Amplifier,” IEEE Microwave and Millimeter-wave Monolithic Circuits Symposium, June
1984, pp. 45-48.

Pedro, J. C., and N. B. Carvalho, Intermodulation Distortion in Microwave and Wireless Cir-
cuits, Artech House, Norwood, Mass., 2003.

Piper, 1., A. Ward, H. P. Hostergaard, and S. Tozin, “Balanced LNA Suits Cellular Base Sta-
tions,” Microwaves and RF, April 2002, pp. 70-80.

Pospieszalski, M. W., Wollack, E. J., Bailey, N., Thacker, D., Webber, J., Nguyen, L. D.,
Le, N., and Lui, M., “Design and Performance of Wideband. Low-Noise, Millimeter-Wave
Amplifiers for Microwave Anisotropy Probe Radiometers,” IMS Digest, 2000, pp. 25-28.

Rohde, U. L., “Optimum Design for High-Frequency Communications Receivers,” Ham Radio
Magazine, October 1976.

Rohde, U. L., “IF Amplifier Design,” Ham Radio Magazine, March 1977.



PROBLEMS 431

Rohde, U. L., Digital PLL Frequency Synthesizers Theory and Design, Prentice-Hall, Englewood
Cliffs, N.J., 1983.

Rohde, U. L., “Digital HF Radio: A Sampling of Techniques,” Ham Radio Magazine, April
1985.

Rohde, U. L., “Designing a Matched Low Noise Amplifier Using CAD Tools,” Microwave
Journal, Vol. 29, October 1986, pp. 154—160.

Sifri, J. D., “Matching Technique Yields Optimum LNA Performance,” Microwaves and RF,
February 1986, pp. 87-90.

Snapp, C. P., in Handbook of Microwave and Optical Components, Vol. 2, Microwave Solid
State Components and Tubes, K. Chang, Ed., Wiley, New York, 1989.

Thomas, Jr., D., and G. Branner, “Optimization of Active Microwave Frequency Multiplier
Performance Utilizing Harmonic Terminating Impedances,” IEEE Transactions on Microwave
Theory and Techniques, Vol. 44, December 1996, pp. 2617-2624.

Tucker, R. S., “Gain-Bandwidth Limitations of Microwave Transistor Amplifiers,” IEEE Trans-
actions on Microwave Theory and Techniques, Vol. 21, May 1973, pp. 322-327.

Vendelin, G. D., “A Ku-Band Integrated Receiver,” ISSCC, February 1968; also IEEE Journal
of Solid State Circuits, September 1968, pp. 255-257.

Vendelin, G. D., J. Archer, and G. Bechtel, “A Low Noise Integrated S-Band Amplifier,”
Microwave Journal, February 1974, pp. 47-50; also ISSCC, February 1974, pp. 176—177.

Vendelin, G. D., “2—4 GHz FETs Compete with Bipolar for Low Noise Designs,” Microwave
Systems News, January 1977, pp. 71-75.

Vendelin, G. D., “Power GaAs FET Amplifier Design with Large Signal Tuning Parameters,”
Eleventh Asilomar Conference on Circuits, Systems, and Computers, November 1977,
pp- 139-141.

Vendelin, G. D., “Computer-Aided-Design of Broadband GaAs Microwave Integrated Circuits,”
Conference Proceedings Military Electronics Defense 79, Weisbaden, Germany, 1979,
pp. 149-157.

Vendelin, G. D., W. Hooper, and G. Bechtel, “Design and Application of Low-Noise GaAs FET
Amplifiers,” International Conference on Communications, June 1973.

Walker, J. L. B. (Ed), High Power GaAs FET Amplifiers, Artech House, Norwood, Mass., 1993.

PROBLEMS

8.1 Given the nonlinear model of the AT41400 (or packaged part) biased at Vg =
8 V, Ic = 40 mA, design a class A amplifier with about 50% efficiency at Pj g,
for a frequency of 8 GHz.

8.2 Using the nonlinear model of the MWT-7 MESFET biased at Vpg =5V, Ip =
40 mA, design an amplifier with about 50% efficiency at P;4g. at a frequency
of 8 GHz.

8.3 Design a two-stage power amplifier with 1 W output at Pjgg. at 10 GHz using
the nonlinear models of the Filtronics LP750 driving the LP1500 biased at the
recommended bias point for power.

8.4 Using the MWT-7 MESFET biased at Vpg =5 V and Ip = 40 mA, design a
unilateral amplifier at 4 GHz to give the gain of U. Find the P 4p..

8.5 Using the AT41400 (or packaged part), design a 5-GHz unilateral amplifier for
U when biased at Ve = 8 V, I = 25 mA. Change the design for F = F;, and
S1; = 0. Change the design for Pjg4p. at maximum value and S}, = 0.
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8.6 Using the LP3000 MESFET at 8 GHz, design a feedback amplifier at the recom-
mended bias point for maximum P 4g. with S}, = 0.

8.7 Design a power amplifier for an output TOI > 45 dBm using the LP1500 PHEMT
at the recommended bias point at 8§ GHz.

8.8 Using the MWT-9 chip at a bias of Vpg = 6 V and Ip = 60 mA at 8§ GHz, design
a power amplifier for maximum P, 4g. and output TOI > P; 45, + 10 dB.



CHAPTER 9

POWER AMPLIFIER DESIGN

9.1 INTRODUCTION

During the last few years, state-of-the-art microwave transistor power amplifier design
has shifted from the hybrid (i.e., discrete-component) realm to the monolithic circuit
arena. This change has even occurred with portable handsets, where power amplifier
costs are extremely sensitive. Here, too, the hybrid amplifier has virtually vanished
and is only present in the infrastructure portions of modern networks. The change
in design direction has occurred for two main reasons. First, the semiconductor pro-
cessing skills of the industry as a whole have markedly improved to the point where
cost, repeatability, and yield make it not only practical but also imperative to employ
monolithic designs in deliverable hardware. This phenomenon is virtually independent
of the circuit and device technology employed; hence, monolithic circuits employing
GaAs, SiGe, or LDMOS substrates are selected by system requirements, not process
difficulty, as was so often the case in the recent past. Second, considerable improve-
ments in circuit-modeling techniques have occurred and CAD methods have become
available to all RF and microwave designers. These new modeling and CAD methods
will directly influence the final MMIC cost by reducing and eventually eliminating the
key component cost driver, that is, “time to market.”

In the following sections, accurate model development and nonlinear CAD simula-
tion will be stressed, so that the designer will be assured of the best possible chance
of “first-pass success” in developing some of the more demanding nonlinear two-port
components. The determination of optimum load conditions, based on both modeling
and measurements, will be discussed as it relates to the design of single- and mul-
tistage amplifiers. Finally, the chapter will conclude with the illustration of several
monolithic design/synthesis examples focusing on bandwidth, efficiency, and power

Microwave Circuit Design Using Linear and Nonlinear Techniques, Second Edition
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output performance. Monolithic and power hybrid realizations and design constraints
will be included in the examples as well as an analysis of the fundamental power
output limitations in GaAs PHEMT, HBT, and LDMOS circuits.

9.2 DEVICE MODELING AND CHARACTERIZATION

The rapid growth in high-density RF circuits, such as GaAs and Si MMICs, and
LTCC modules, has stressed the importance of accurate device and circuit modeling
and characterization. The luxury of circuit tuning, which is common when microwave
components are designed with discrete elements, is not viable when evaluating high-
density microwave components. This is particularly true with ceramic modules or RF
integrated circuits, which are in effect sealed and impossible to tune. The design is
either correct and meets performance goals or is scrap. Unfortunately, the task of
developing accurate device or circuit models is tedious and usually requires extensive
S-parameter measurements, and such engineering assignments are not associated with
the glamorous RF circuit design.

Although the development of an active device model is heavily based on S param-
eters, a discrete lumped-element model allows for circuit simulation flexibility. The
elements of a good active device model are directly related to device physics and
can be used to predict performance variations due to temperature effects and pro-
cess variations [9.1]. Such variations are almost impossible to incorporate in design
methodologies solely based on S parameters.

The engineer, whether designing a small-signal or nonlinear circuit, must first obtain
a linear device model. As an example, a simple MESFET will be used as an illustration
(Fig. 9.1). The element values in the model can be determined by various methods. The
contact resistances R, and R, and the source resistance R, are determined by dc mea-
surement methods and are assumed to be frequency independent. The transconductance
gm and the drain-to-source resistance R, are easily determined from low-frequency

oW "
—WW 1| WW—
o+
\4 Cgs —_ C;
- Il
] I @ —— Cys
R; gme TV, Ry,

Rs

Ls

FIGURE 9.1 Lumped-element model for GaAs MESFET.
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RF measurements usually performed at 100 MHz, which is much more accurate than
determining these quantities at dc. The value of gate-to-source capacitance C,y, an
extremely important parameter, can be either measured or obtained from optimization
methods, with the other elements fixed. It should be noted that C,s and C,y (gate-to-
drain capacitance) and to a lesser extent R, are very bias dependent and thus must be
evaluated throughout the operating range of the device. Other element values can also
exhibit bias and temperature dependence.

As mentioned above, the three resistances Rg, Ry, and R, can be measured with
the aid of a curve tracer (essentially dc). The configuration for measuring R, and R,
is shown in Figure 9.2. If a positive current step (Al) is applied to the gate, the FET
drain can then be used as a probe to determine the voltage drop across the source
resistance R;. The value of R; is then computed using the relation

o _ AVL AV

= _ R, = 2Yds 9.1
CTOALL TN O

where R, is the dc resistance of the probe. The resistance R,, can be determined
similarly by reversing the roles of the FET source and drain. The configuration for
measuring R, is shown in Figure 9.3. If the gate—source diode is forward biased, then
R, can be determined from the slope of the diode I—V characteristic. Thus,

AV

R, = & _R,—R, —R 9.2
g 12_11 s pl p2 ( )

where R, and R, are the dc resistances of the probes.

At low RF frequencies, such as at 100 MHz, the capacitive reactances of the ele-
ments Cg, C;, Cyq, and Cyy in a typical GaAs FET are much larger than their related
resistances and can be ignored when measuring R, and g,,. Hence, the values of g,
and Ry, can be accurately deduced from scalar S-parameter measurements. By assum-
ing that the input impedance at these frequencies can be approximated by an open
circuit, it is easy to show that

g = R; + Rus + Ra + Zo [S21] ©9.3)
" Ry 2Zy — |821] Ras
A 1
i MESFET I
] t
] ]
1 1
1 Ry I
] 1
Rpy : Ry :
: : Vs Vs
] ]
1 ]
1 1
' R '
o, £ :
L. IR
R H NIV

FIGURE 9.2 Configuration for measuring FET source resistance Rj.
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(@)

Ves

(b)

FIGURE 9.3 (a) Configuration for measuring FET gate resistance R,. (b) Gate diode /-V
characteristic.

and
1 1+ S|

T 1+ guR, |1 =[S0l

Ry — Rys + Ry 9.4

Obtaining the capacitive element values of the linear FET model is somewhat more
difficult. The gate capacitance, which is the only capacitive element that can be mea-
sured indirectly, can be found using a method defined by DeLoach [9.2] to characterize
microwave diodes. In this method, the FET gate, in conjunction with an external induc-
tor (usually a bond wire), acts as a series resonant RLC network. The network is then
placed across a through transmission line forming a single-pole band-reject filter. The
DeLoach measurement circuit, with FET and gate inductor, is depicted in Figure 9.4.
The FET drain is RF bypassed to aid stability during measurement.

If the transmission loss of the circuit shown in Figure 9.4 is measured as a function
of frequency, the equivalent values of R, L, and C can be found. The analysis requires
knowledge of the minimum transmission loss 7,,, a second value of loss T, such that
T > T,, and the frequencies w; and w,, where T occurs. A typical transmission loss
characteristic is shown in Figure 9.5. Hence the values of R, L, and C can now be
found from the following relations:

Zy

A TEA 2
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FIGURE 9.4 Measurement setup to determine Cys by De Loach method.
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FIGURE 9.5 Band-stop filter response obtained from transmission loss measurement.
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a)za)]L ( )
The gate—source capacitance is then computed from the relation
Cos Y (1 + gmR)(C — Cy) 9.8)

where R, and g,, have been determined from dc and RF measurements, respectively.
Equation (9.8) is approximate and requires an estimated value for drain-to-source
capacitance. This quantity is usually known and is typically 5% to 10% of the value of
C. The dependence of C,, on drain and gate bias can also be determined by observing
the quantities w; and w, and by recomputing (9.6), (9.7), and (9.8).

The remaining model elements Cj, Cy,, Cys, R;, and ¢t are found by setting the
computed model S parameters equal to the measured device S parameters and then
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adjusting the values with the aid of an optimizer such as the one available in Agilent
Technologies’ ADS. The dc measured element values should be fixed during opti-
mization, while the elements Cy,, Ry, and g, should be tightly constrained. Excellent
measured versus model performance can be obtained if the active device is carefully
evaluated. A cascode dual-gate model (Fig. 9.6) and its computed versus actual per-
formance (S parameters) are shown in Figure 9.7. As can be seen in the illustration,
the model performance closely represents the measured S-parameter data. A dual-gate
example was selected because it is more difficult to model than a single-gate device,
thus illustrating the value of the approach.

The small-signal FET model formulation above is based very heavily on measured
S-parameter data, which are difficult and tedious to obtain accurately. However, some
measurement techniques yield good results provided a proper test fixture is employed
during device evaluation.

The measurement technique employs microstrip calibration standards for the auto-
matic network analyzer instead of coaxial shorts, opens, and sliding loads [9.3-9.5].
The microstrip standards help regain some of the accuracy typically lost if the sys-
tem were calibrated in the coaxial line prior to the microstrip test fixture. The loss in
accuracy would be due to the fact that the characteristics of the microstrip-to-coaxial
transitions used on the fixture are imperfect. This calibration method, which is com-
monly called the TSD technique, requires the use of a microstrip through line (T), a
microstrip short (S) (whose reflection coefficient does not have to be known), and a
delay line (D). The delay line D should be approximately three-eighths wavelength
longer than the through line at the highest frequency of use. The TSD technique can

Gate 2 1. 53 g O 0345 pF 1.5 Drain
) 0O
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0.85 pF 180
0.003 pF A< = 0.24 pF
150 $2.5ps
™ 460 Q
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2 1.5 9
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\l

3 7 0.09 pF
Gate 1 1540 O Ozl pF
o—> L_ -
0. 77 pF =<110 mS$| :E _’_‘& 0.23 pF
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0.0125 @

2 pH 20
= 14.4 fF
Source

FIGURE 9.6 Cascode linear model of 450-pwm dual-gate FET.
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FIGURE 9.7 Measured versus computed response of dual-gate FET cascode model.

provide heightened levels of accuracy over the conventional “short-open-load-through”
calibration method. Also, the TSD technique can be further improved by using a
microstrip open, consisting of an empty test fixture, which will allow the open-circuit
fringing capacitance and leakage (gap) capacitance to be included in the calibration
procedure. Although the exact characteristics of the standard need not be known, it
is assumed that the characteristic impedance Z; is constant with frequency. Hence
care must be taken in selecting microstrip dimensions at frequencies above 18 GHz.
A typical test fixture that is used to evaluate discrete active devices and monolithic
circuits is shown in Figure 9.8.

Extending the foregoing small-signal model for nonlinear operation can be done in
a variety of ways. The most obvious is to base a new circuit model on large-signal
S parameters. This can easily be accomplished by measuring device S parameters at
elevated power levels. The power level is usually chosen to correspond to the level
encountered in the final circuit application. However, there are some negative aspects
of using large-signal S parameters. First, as we have learned, S parameters are defined
in a linear n-port system with a constant load impedance. Under large-signal conditions,
the microwave n-port is not linear and large-signal S parameters cannot predict device
performance for load impedances other than the one used during measurement (Z).
Also, the value obtained for S, is not the conjugate of the optimum load impedance.

To alleviate the limitations noted above, the active elements must be character-
ized as a function of terminating impedance as well as a function of drive level. This
technique, commonly called “load pull,” has the advantage that the FET is operated
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FIGURE 9.8 Typical S-parameter test fixture with APC-7 launchers. (Courtesy of Texas
Instruments).

under conditions simulating actual circuit performance, but the method requires numer-
ous measurements made at discrete frequencies and power levels [9.6, 9.7]. Although
tedious, the concept is quite simple. The input impedance, power output, and gain of
an active device are measured at a particular frequency and power level with a given
load impedance. The load impedance can be supplied either passively with a preset
tuner or actively by injecting a signal, which can vary in amplitude and phase, into
the output of the device. The load-pull technique produces constant power contours,
similar to constant-gain circles, on the Smith chart which are used in circuit synthesis.
Load-pull techniques can also produce constant efficiency contours and large-signal
gain contours. Typical constant power and efficiency contours for a power LDMOS
transistor are shown in Figure 9.9.

The methods produce comparable results but are implemented quite differently.
Elaborate mechanical tuners have been constructed that are controlled by the measure-
ment system, which can step through a wide range of load impedances. These tuners
are precalibrated at numerous frequencies, so that the data can be accumulated over a
wide frequency range. The active load-pull method is typically implemented using a
feed-forward technique so that the DUT is terminated with a virtual load [9.8]. The
impedance of the load is determined by injecting a backward-traveling wave into the
output of the DUT with the appropriate amplitude and phase. This signal must be
coherent with the drive signal and is obtained by splitting the input signal and feeding
it forward to the output port. A network analyzer is typically employed at the load
to aid in system calibration. A typical measurement setup is shown in Figure 9.10.
The active load-pull method is somewhat easier to use than the passive technique and
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FIGURE 9.9 Constant-power contours for a typical power GaAs FET.

offers the advantage of being able to simulate any load impedance. Due to the loss
inherent in mechanical tuners, very high or low impedances are difficult to simulate;
hence the evaluation of very large power devices, which require low load impedances,
is not practical unless broadband transformers are used to effectively change the mea-
surement system impedance to a lower value. Solid-state tuners are also not an option
with power devices, due to the obvious power-handling limitation of the actual tuner.
As an example, the measurement of high-power LDMOS devices is accomplished by
changing the measurement system impedance to either 12 or 5 € with the use of mul-
tisection transformers, as shown in Figure 9.11a. The performance of the six-section
transformer is shown in Figure 9.115. The transformers were designed to be able to
accurately determine S parameters that represent each fixture half at the fundamental
frequency of operation fj and its second and third harmonics, 2 fy and 3 fy. A two-tier
non-50-Q2 Thru-Reflect-Line (TRL) calibration technique should be used to establish the
measurement reference planes [9.42]. This fixture was successfully utilized to measure
the load-pull performance of one of Motorola’s LDMOS 90-W, 1.9-GHz high-power
transistors [9.43].

There is only one key area in which load-pull data do not accurately predict nonlinear
performance. In both the passive and active methods, the load impedance is usually
synthesized at the fundamental frequency only. Harmonic terminations are typically
ignored, although some effort has been made to synthesize fundamental and second-
harmonic loads. The problem is somewhat worse with mechanical tuner approaches,
in that the harmonic terminations vary widely for small changes of the tuner elements.
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Z;, (Transformer) Z,, (bias + Transformer)
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FIGURE 9.11 Six-section Chebyshev transformer: (a) 5 to 50 2; (b) performance.

However, second-harmonic load-pull setups can be constructed with diplexers and a
second set of tuners and the appropriate software. Active load-pull techniques usually
have nearly constant terminations, at least at low-order harmonics. Load-pull techniques
have another drawback in that the data obtained cannot easily be integrated into a
general nonlinear simulator.

A variety of numerical models which have the potential of simulating in-circuit FET
performance have been proposed. These models range from the original low-frequency
model presented by Shockley, which is valid for long-gate-length devices, to elaborate
charge transport descriptions, which solve a set of partial differential equations in the
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time domain. Time-domain solutions are inefficient and are not practical for interactive
(real-time) computing. A significant amount of time can be saved by approximating
the solutions to the semiconductor differential equations; but, adding the effects of
the embedding circuit is difficult, since the FET input/output networks are usually
characterized in the frequency domain. Another, more practical approach is to extend
linear circuit theory to include nonlinear elements. The latter approach yields results
similar to those obtained when designing with load-pull data [9.9].

It is evident from the discussion above that a numerical model with the efficiency of
a frequency-domain linear solution is required for efficient interactive nonlinear design.
Several such modeling approaches, commonly referred to as “harmonic balance” meth-
ods, are solved in the frequency domain but employ time-domain descriptions for the
active-element nonlinearities. Thus nonlinear behavior of the total microwave circuit
is obtained. Development of a CAD model of this type is relatively straightforward
and begins with the linear FET model described previously (Fig. 9.1).

A nonlinear model may be formulated by taking the linear elements of the small-
signal model and combining them with nonlinear descriptions of FET drain current,
drain-to-source breakdown current, and gate—diode -V characteristics [9.10]. Simu-
lation is not complete unless the effects of input and output terminations as well as
feedback are included. The resulting model is shown in Figure 9.12. It should be noted
that the element R, is included in the nonlinear description of the drain current /; and
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FIGURE 9.12 FET and circuit nonlinear model.
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not as a separate model linear element; thus the effects on R, due to bias conditions
are included.

The quantities Z; and Z; are the equivalent input and output impedances of the
generator and load networks, which are usually determined from their two-port S-
parameter descriptions, while the quantities Y, and Z;, are the two-port and one-
port S-parameter descriptions of the shunt and series feedback networks, respectively.
These S-parameter descriptions must include data at both fundamental and harmonic
frequencies and can be obtained from either laboratory measurements or computer
simulation. The sources Vg and Vpp contain both dc and RF components and are
selected to simulate actual circuit conditions. The nonlinear element values of the
model are obtained solely from physical measurements.

The greatest contributor to the nonlinear characteristics of the FET is the drain
current as a function of gate and drain voltage. The useful portion of the current at
the FET drain terminal, which can be delivered to a load, is limited by the gate-to-
drain breakdown current (/,) and by the gate voltage swing, which is bounded by gate
conduction and pinchoff. In this model the currents Iy, /5, and I, are assumed to be
functions of the internal gate voltage V, and the drain voltage V,. Thus low-frequency
measurements can be used to determine the time-dependent characteristics of these
quantities. Typical characteristics for Iy, I;, and I, for a 300-um FET are shown in
Figure 9.13.

The drain current characteristics can be determined by measuring the current entering
the FET as a function of gate and drain voltage. The burnout problem mentioned above,
which can be encountered during static measurements of this type, can be eliminated by
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FIGURE 9.13 Typical characteristics for a 300-wm FET: (a) linear element values.
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FIGURE 9.13 Typical characteristics for a 300-wm FET: (b) drain current characteristics; (c)
drain-to-gate breakdown current as a function of terminal voltages; (d) forward gate diode / -V
characteristic.
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pulsing the drain voltage. Breakdown currents can also be obtained if the drain voltage
is made sufficiently large so that the FET operating point is in the drain breakdown
region. However, pulsed /—V measurements of this type do not heat the FET to normal
channel temperatures; hence, an abnormally high value of g, is obtained, and the pulses
used are usually too long to yield an accurate value of Ry, due to traps. Although the
lack of heating can be overcome by statically heating the FET itself, trapped charge
at the surface of the FET still causes erroneous values of R, to be obtained with this
method. The change in Ry, as a function of frequency is illustrated in Figure 9.14.
To obtain a more accurate representation of Ry, and g, of an operating FET, a
measuring system employing low-frequency RF signals can be utilized [9.11]. The
1-MHz measurement test set depicted in Figure 9.15 applies large half-wave rectified
RF voltages to both the gate and drain terminals. The 1 MHz frequency is about the
lowest usable frequency, since one must be sure to be above the trap frequency of the
devices being measured. During evaluation, the FET drain current is continuously mon-
itored while the phase relationship between gate and drain signals is varied. Hence, for
every phase difference, the operating point of the FET traverses a different continuous
closed contour on the FET’s drain current /—V plane. A typical operating point path is
shown in Figure 9.16. The exact shape of the contour depends on the phase relationship
between the gate and drain voltages. By measuring a sufficient number of contours, the
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FIGURE 9.14 Drain-to-source resistance Ry, as a function of frequency.
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FIGURE 9.15 Measurement apparatus configuration for 1-MHz RF FET evaluation.
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FIGURE 9.16 Typical FET operating path obtained during low-frequency RF evaluation.
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FIGURE 9.17 Entire FET operating region mapping obtained from low-frequency RF
evaluation.

entire drain current characteristic can be mapped as shown in Figure 9.17. Computer
algorithms are then used to generate FET drain current characteristic curves (Fig. 9.12)
in which Ry, and g, can be obtained from the digitized data. Gate-to-drain breakdown
current characteristics can also be constructed by monitoring gate current and utilizing
sufficiently large RF voltages. A comparison between the FET characteristics obtained
from conventional pulsed /—V measurements (long pulses; several microseconds; i.e.
below trap frequency) and rectified sine wave measurements are shown in Figure 9.18.
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FIGURE 9.18 Comparison of FET drain current characteristics obtain from (a) pulsed I-V
and (b) rectified sine wave evaluation.

A CAD FET model can use the data directly in look-up table form or analytical func-
tions describing FET characteristics can be formulated. It should be noted that pulsed
I -V measurements using short pulses (200 to 300 ps) to obtain the RF /—V character-
istics is preferable to the above method since the dc bias point can be set independently.
This is important since a different /—V plane will be obtained with different bias condi-
tions. A typical short pulsed measurement system is shown in Figure 9.19. The advan-
tage to the RF -V test method is that the measurement test set is simple and low cost.

Analysis of the nonlinear model of Figure 9.12 begins by applying Kirchhoff’s
laws in the frequency domain, resulting in a coupled, complex simultaneous algebraic
equation set with V, and V; as the independent variables. For each Fourier component
(dc, signal, and harmonics), there are two complex equations [9.10]

AV, +BV;=C 9.9)

and
DV, +EV;=F (9.10)

The quantities A, B, D, and E are linear combinations of model element values
and frequency, while the quantities C and F are functions of circuit values, voltage
generators, and the nonlinear currents /,, I, and /,. These nonlinearities are also a
function of V, and V,; thus (9.9) and (9.10) are best solved with a nonlinear iterative
numerical solver.
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The solution of the harmonic balance problem above, illustrated in Figure 9.20,
begins by solving a linearized version of (9.9) and (9.10). Initially, the forward gate
and breakdown currents are set to zero and the drain current is calculated by assuming
a linear value of conductance. As each iteration is done, Fourier transforms produce
time-domain functions for V, and V; which are used to generate the nonlinear current
functions I, I, and I,. Frequency-domain solutions for the nonlinear elements are
obtained by using an inverse transform and the total circuit problem is again solved.
The iteration process continues until a self-consistent set of equations is obtained
from the nonlinear solver. This self-consistent set of equations is checked by applying
Kirchhoff’s laws for each circuit loop (voltage) and at each circuit node (current). The
consistency test must be applied at all frequencies—dec, signal, and harmonics—hence
the name “harmonic balance.”

With most practical circuit problems, sufficient accuracy is obtained when the dc
component, signal, and five harmonics are used in the solution. Using fewer than three
harmonics can lead to serious errors in the calculation of optimum load impedance,
power output, and gain. Care must also be taken when describing the frequency-domain
characteristics of the source and load impedances, since they are evaluated through the
highest harmonic.

The following circuit data illustrate the accuracy obtainable when using the char-
acterization technique and harmonic balance methods described above. In Figure 9.21

Time-domain
nonlinear
elements
- Fourier
C('j'::;'t transforms
L Linear Nonlinear .
model [ iterative |—» Soution L output
initialization solver check
Frequency-
domain
equations

FIGURE 9.20 Large-signal model solution process.
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FIGURE 9.21 Modeled versus measured output harmonic content for a 300-um FET in a
50-Q2 system.



452 POWER AMPLIFIER DESIGN

the performance of a 300-um GaAs FET connected in a 50-Q2 system is depicted.
The saturation and harmonic characteristics of the amplifier are shown as the FET is
driven at various power levels. A monolithic two-stage amplifier (Fig. 9.22a) was ana-
lyzed using a multi-FET model, and the measured-versus-modeled compression curve
is shown in Figure 9.22b. The model can be extended to accommodate multiple-drive
signals at various frequencies [9.12]. A model of this type was used to calculate the
performance of a single-gate FET mixer with the gate and source terminals driven.
The mixer’s measured-versus-computed performance is shown in Figure 9.23.
Although the computer solution is done in both the time and frequency domains, all
circuit quantities are available from the model. For example, because all the currents
and voltages are known at each point in the circuit, voltage waveforms may be extracted
or S parameters may be calculated. Also, since the load network can be numerically

30

-~ Predicted e m e ————

25 - Measured

fo = 7 GHz

0 5 10 15 20 25
Power input (dBm)

(b)

FIGURE 9.22 Monolithic two-stage power amplifier (400 mW) used in nonlinear analysis:
(a) Chip photograph. (Courtesy of Texas Instruments.) () Comparison between measured and
predicted output performance.
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FIGURE 9.23 Measured versus predicted performance of 300-um FET mixer in a 50-Q
system.

varied, the effects of harmonic terminations can be studied or optimum load contours,
similar to the contours obtained from load-pull measurements, can easily be generated
for any set of circuit conditions. The above method describes the general formulation
for a table-based nonlinear device model. Since the region of operation between the
points of the table are fit with cubic splines, higher order derivatives vanish; hence,
these look-up table—based models do not predict higher order distortion very well.

The nonlinear behavior of other active devices, such as Si and GaAs bipolar tran-
sistors, can be modeled using the same techniques. A simplified nonlinear bipolar
model that includes both the forward and reverse transistor current sources is shown in
Figure 9.24a [9.13]. The diodes D; and D, are used to determine some of the device
breakdown characteristics and forward base—emitter voltage. The charge storage effects
are included in the elements Cp, and C,,.

The device model can be solved by using either time-domain or harmonic balance
techniques provided that the characteristics of the current sources are known. All the
current sources shown in the model are nonlinear and are functions of the internal
circuit voltages as well as controlling currents, where applicable. The current sources
representing D; and D, can be modeled in the forward direction by the diode equation
controlled by the voltage across their associated capacitance and by polynomials or
piecewise linear approximations in the reverse direction. They can also be modeled
using look-up tables based on physical measurements. The remaining current source
characteristics can also be determined from physical measurements or analytically.

The small-signal model applies to transistors operating at a fixed bias for a drive
level remaining in the linear region; however, linear models can be expanded and
modified for nonlinear operation (Fig. 9.24b). This can be accomplished by using the
time-domain capabilities of SPICE, which calculates all voltages and currents in a
model versus time.

The regions of nonlinearity are best described by Figure 9.25, which gives five
limitations on linear operation for a common-emitter bipolar transistor. The turn-on
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FIGURE 9.25 Bipolar transistor current—voltage characteristics showing linear and nonlin-
ear regions.

I, collector current

nonlinearities occur at low voltages and low currents. The Kirk effect [9.14] limits
high-current operations when the collector current density becomes comparable to the
doping level in the collector region, which causes the electric field to change in a
direction, thus widening the base region. Avalanche breakdown will limit the region
of high collector—emitter voltage. The fifth limitation is nonlinear performance due to
temperature effects such as thermal runaway and changes in R, = kT /QIg. Each of
these five effects must be included in a large-signal SPICE model.

SPICE model parameters for typical silicon bipolar transistors are given in Table 9.1.
Under small-signal conditions, the small- and large-signal models will give identical
performance. However, when large-signal drive is applied, the SPICE model will yield
nonlinear circuit performance characteristics such as compression, harmonic distor-
tion, oscillator output waveforms and impedances, mixer conversion loss, and circuit
transient response.

The nonlinear modeling method above, which is based on RF evaluation of the
active device’s I-V and breakdown characteristics, allows the designer to evaluate
fully the performance of any power field-effect or bipolar transistor. The nonlinear data
obtained can be used, in conjunction with small-signal device evaluation, to formulate
analytic models such as the one described by Curtice [9.15] for time-domain and
harmonic balance simulation (ADS 2002 [9.46]) or nonlinear data can be encoded in
a commercial simulator.

Modern analytic nonlinear models, such as the ones developed by Curtice for GaAs
and LDMOS [9.47, 9.51], accurately predict circuit performance. These models are
accurate for high-power, large-signal conditions and are self-consistent; that is, they
are continuously accurate from small- to large-signal operation. A good example of
an analytic nonlinear model for LDMOS is the MET model (Motorola electrothermal
model). The MET LDMOS model [9.47] is an electrothermal model that can account
for dynamic self-heating effects and was specifically tailored to model high-power RF
LDMOS transistors used in base-station, digital broadcast, land mobile, and subscriber
applications. It has been implemented in Agilent EEsof’s ADS [9.46] harmonic balance
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TABLE 9.1 Large-Signal SPICE Model Parameters for Microwave Bipolar Transistors

Value for
AT-41400
Symbol Definition Units and AT-60500
Transistors (Q)
IS Junction saturation current A 1.65x107'8
BF Maximum forward beta 100
BR Maximum reverse beta 5
NF Current emission coefficient 1.03
VA Early voltage \Y 20
IK Corner for high-current beta roll-off 0.10
ISE Base—emitter leakage saturation current A 5x10713
NE Base—emitter leakage emission coefficient 2.5
CIE Base—emitter zero-bias junction capacitance F 1.8x1071
PE Base—emitter built-in potential v 1.01
ME Base—emitter junction grading factor 0.60
FC Forward-bias depletion capacitance coefficient 0.50
TF Ideal forward transit time ps 12
XTF TF bias dependence coefficient 4
VTF TF dependency on Vj, \'% 6
ITF TF dependency on I, A 0.3
PTF Excess phase at 1/2 = TF deg 35
XTB Beta temperature coefficient 1.818
Diodes (D], Dz, D3)
IS Saturation current A I1x107%
CJo Zero-bias junction capacitance F 2.45x10716
\2) Junction potential A% 0.76
M Junction grading coefficient 0.53
FC Forward-bias depletion capacitance coefficient 0.50
BV Reverse breakdown voltage v 45
IBV Reverse breakdown current A 1x107°

simulator, which is capable of performing small-signal, large-signal, harmonic balance,
noise, and transient simulations.

The MET LDMOS is an empirical large-signal nonlinear model which is a single
piece and continuously differentiable and includes static and dynamic thermal depen-
dencies. This new model is capable of accurately representing the current—voltage
characteristics and their derivatives at any bias point and operating temperature. A
single continuously differentiable drain current equation models the subthreshold, tri-
ode, high current saturation, and drain-to-source breakdown regions of operation. Static
thermal equations governing the electrothermal behavior of the drain-to-source non-
linear current model parameters were developed by measuring the nonlinear drain
current under pulsed voltage conditions at different operating temperatures, ensuring
an isothermal measurement environment. Figure 9.26 depicts the measured-versus-
modeled performance of an LDMOS power device.

Pulsed S parameters (~200 ws) were used to develop equations to model the capac-
itance functions of voltage and temperature which were described by functions that
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FIGURE 9.26 Third-order distortion performance for an LDMOS power device at several

different bias conditions.

have no poles and facilitate robust numerical stability. The nonlinear capacitances
were extracted with a small-signal model that represents the small-signal limit of the
device nonlinear behavior at any given bias point. Using a thermal analog circuit, as in
many previous circuit models, the MET LDMOS model accommodates thermal effects.
The self-consistent temperature determined by these circuits sets the values of current

control parameters, capacitance values, and source, drain, and gate resistances.

The large-signal equivalent circuit of the MET LDMOS model is shown in
Figure 9.27. The model has one voltage- and temperature-dependent nonlinear current
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FIGURE 9.27 Large-signal equivalent circuit of MET LDMOS model.
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FIGURE 9.28 Isothermal small-signal equivalent circuit fo MET LDMOS model.

source, I;, as well as a forward diode and a reverse diode. The forward diode is
a function of voltage while the reverse diode is temperature and voltage dependent.
The reverse diode has a temperature-dependent series resistance associated with it.
The model also has three voltage- and temperature-dependent nonlinear charges, Q.,
Qgd, and Qy. There are two internal gate conductances, Gg; and Ggg, as well as
three temperature-dependent parasitic resistances, Ry, R4, and R. The instantaneous
temperature rise is calculated with the use of the thermal subcircuit, where e 1S
the total instantaneous power dissipated in the transistor, Ry, is the thermal resistance,
Cy is the thermal capacitance, and Vg, is a voltage source that represents the heat
sink temperature of the system. The isothermal small-signal equivalent circuit model
produced by linearizing the MET LDMOS model is shown in Figure 9.28. Table 9.2
contains all the MET LDMOS model parameter definitions and their units for a typical
device with 5 mm of gate periphery. It should be noted that the model parameters are
scalable for virtually any device size. The model parameters are scaled by two different
parameters. The parameter AREA, which is the ratio of the desired gate periphery to
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TABLE 9.2 LDMOS MET Model Parameters

Parameter Name Parameter Definition Default Value Units
RGO Gate resistance evaluated at Tpom 1 Q
RG1 Gate resistance coefficient 0.001 Q/K
RSO Source resistance evaluated at Tpom 1 Q
RS1 Source resistance coefficient 0.0001 Q/K
RDO Drain resistance evaluated at T, 1.5 Q
RD1 Drain resistance coefficient 0.0015 Q/K
VTOO Forward threshold voltage evaluated at Tpom 3.5 \'
VTO1 Forward threshold voltage coefficient —0.001 V/K
GAMMA IDS equation coefficient —-0.02 —
VST Subthreshold slope coefficient 0.15 v
BETAO IDS equation coefficient; BETA Evaluated 0.2 —
at Tnom
BETA1 IDS equation coefficient —0.0002 1/K
LAMBDA IDS equation coefficient —0.0025 /v
VGEXP IDS equation coefficient 1.1 —
ALPHA IDS equation coefficient 1.5 1/2
VK IDS equation coefficient 7.0 \%
DELTA IDS equation coefficient 0.9 v
VBRO Breakdown voltage evaluated at Tpom, 75.0 \'
VBRI1 Breakdown coefficient at Vg =0V 0.01 V/K
K1 Breakdown parameter 1.5 —
K2 Breakdown parameter 1.15 —
M1 Breakdown parameter 9.5 v
M2 Breakdown parameter 1.2 —
M3 Breakdown parameter 0.001 v
BR Reverse IDS equation coefficient 0.5 1/(VQ)
RDIODEO Reverse diode series resistance evaluated at 0.5 Q
Thom
RDIODEI1 Reverse diode series resistance coefficient 0.001 Q/K
ISR Reverse diode leakage current 1 x 1071 A
NR Reverse diode ideality factor 1.0 —
VTOR Reverse threshold voltage